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Abstract

In this thesis, downhill driving strategies that co—ordéthe different brake actu-
ators in heavy duty vehicles have been developed. As argjgrtiint, the vehicle
features affected by the retardation system are investigdthe main conclusions
are that the retardation power demand will increase in thedéuand that, there-
fore, optimization of the brake systems will come to play ganeole. In partic-
ular, strategies for the integration of foundation brakes:jliary brakes, and gear
box have to be developed. Furthermore, these strategiestakescomponent
wear cost into consideration. Additionally, a thoroughaitggion of the current
situation in terms of driver behaviour and existing systéonslriver assistance is
given.

Optimal control and nonlinear programming have been usethfogenera-
tion of open—loop optimal driving strategies. Two differenethods have been
employed for the generation of implementable, closed-labping strategies.
First, a method that utilizes neural networks and genegjordhms is presented.
Second, in order to further enhance the controller tramsegy and the possibility
for robust implementation, the control problem is dividetbitwo different modes
of operation. Linear quadratic control using gain scheduls then utilized for
the controller design and generation of actuator referemabees. Comparison
with the open—loop optimal strategies is also made. It isvshthat transport
efficiency (i.e. mean speed) and retardation economy @mponent wear cost)
can be improved significantly, even compared to what skdi@gers can achieve,
by integrating the whole retardation system. It is furtherenshown that there
is a trade—off between component wear cost and transparieeity that must be
balanced in order to achieve good brake performance. The paaameters that
affect the longitudinal control of the vehicle are the lewélvehicle utilization
(mass) and road slope. Algorithms for estimation of vehigéess and road slope
are therefore developed and presented. Additionally, antidindriving strategy
is implemented and verified in a real truck.

Keywords: Auxiliary brakes, foundation brakes, downhill drivingatiegies, trans-

port efficiency, retardation economy, brake heat fadingssrestimation, road
slope estimation, cruise controller, component wear, )elaty trucks.
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Short glossary

4x2 truck truck with a total of 4 wheels, 2 of which are drivgrage 6

adaptive cruise controllerACC) controls following distancgpage 14

automated manual transmissioAMT ) gearbox with a shifting robopage 77
auxiliary brakes ABs) engine or driveline retardempage 5

brake blending BB) distributes brake force between ABs and Fiage 16

brake factor BF) relates foundation brake pressure to torgpage 6

brake gainrelates foundation brake pressure to torgpage 6

chromosomeduilt up by genes, define the property of an individyalge 52
continuously variable transmissiol€T) continuously variable gear ratigpage 81
controller area networkQAN) bus connecting all computer nodgmge 1
crossoverrandom exchange of information between individupége 54

cruise controller CC) system that obtains a constant speeage 26

electronic brake systemEBS) electro—pneumatic brake systepage 14
electronic pressure modulatorERM) pressure controling valvepage 15

engine compression retardeasixiliary brake integrated with the engingage 11
extended kalman filteringEKF ) model-based nonlinear estimation methoage 61
fading loss of friction between brake pad and dipage 6

fitness functiondefines the goal of the optimizatiqgrage 54

foundation brake threshold pressyseessure at which torque is generatg@eage 28
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foundation brakes HBs) wheel brakes or disc brakegage 5

gain schedulingdivide-and-conquer approach for controller desjgrage 3
genesfundamental functional unitpage 52

genetic algorithms GAs) non—gradient based optimization methpgage 3
glazing loss of friction between brake pad and dipage 6

hydrodynamic retarderfydrodynamically working auxiliary brakepage 11
individuals solution candidategpage 52

kalman filtering model-based estimatippage 3

linear quadratic controlLQQ ) model-based controller design methpdge 3
mutation probabilityuser—defined probability for mutatippage 54

mutation random modification of genggage 54

neural networks NINs) nonlinear mapping, grid of computational nodesge 3
non—-ventilatedfoundation brake without cooling channgimge 5

non-wear brakesuxiliary brakes page 11

nonlinear programmingNLP) class of optimization problempage 3
overspeedvehicle speed higher than driver set spgeage 26

pareto optimalityused to study trade—off between objectiyege 41
population set of solution candidatepage 52

primary retarderbrake mounted between the engine and the geaiege 11
rapid control prototyping RCP) transfer of algorithms to real-time targgiage 63
secondary retardelorake mounted between the gearbox and final geage 11
selectionfitness—proportional selection of individugjsage 54

sequential quadratic programmin§@P) method to solve a NLLipage 50

slip control axle—wise brake force distribution in EBgage 14

transcription methodransformation to a finite—dimensional problepage 49

velocity—based linearizatiotinearization that is globally valigdpage 64
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Chapter 1

Introduction

The theme of this thesis Isw—power retardation control in the longitudinal
direction. Low—power retardation is the most common brake manoeuere p
formed in everyday truck driving. Adjusting speed to tratiied speed-keeping
during downbhill cruising are two typical situations whehe tretardation power is
low (below 400 kW), compared to, for example, emergencyibiB000 kW).

Integrated retardation control

In order to increase traffic safety, transport efficiencyy anstomer satisfaction
and to conform to environmental legislation, integratidbdifferent subsystems is
becoming a key issue in the truck business. Steering systeriseing integrated
with brake systems in order to improve vehicle handling afdty. Engine and
transmission have to work together to decrease fuel consomand improve
performance. The integration of different actuators intargation system is also
becoming increasingly important, resulting in more comyggstems.

With the development of automated gear boxes, continuaasiiyrolled aux-
iliary brakes, continuously controlled foundation brgkasd electronically con-
trolled cooling fans, all communicating on the sa@entroller area network
(CAN) bus, the possibilities to increase vehicle safety andoperénce are al-
most without limit. Transportation effectiveness can bar@ased without com-
promising safety, and by distributing the total brake fargelligently, component
wear cost can be minimized. By also detecting vehicle behaybrake system
performance, and the surrounding environment, the dreéiele interface can
be improved to increase safety and to simplify the driveaydwork. One sim-
ple example of this is to provide information to the drivepabthe status of the
retardation system (e.g. foundation brake condition). tAepmore complicated
example is to use this information to guide actively the @rignd vehicle to a

1



Chapter 1. Introduction
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that work on [_J
FRONT each wheel REAR

Figure 1.1: Auxiliary and foundation brakes.

more advantageous point of operation. The current appesatththe integra-
tion of auxiliary brakes and foundation brakes, as showriguife 1.1 and in the
next section, which can be found in production vehicles aobably only the
beginning of the integration of retardation subsystemsntoaace traffic safety,
transport efficiency, and customer satisfaction.

Actually, there are few systems on the market that targeddenhill cruising
situation, and those that can be found are mainly integratedthe infrastruc-
ture and are not on board the vehicle. Therefore, the enmplashis thesis is
on control strategies integrating chassis and drivelimegmtinuous retardation
situations (low—power retardation). Special attentiogiigen to the problem of
maximal usage of the brake system to improve mean speed onhilbslopes
and to the problem of distributing a required retardatiorcéobetween chassis
and driveline in order to minimize the pad, disc, and tyre maests for the truck
owner.

Also, the set of input signals required for retardation eystontrol is dis-
cussed and special attention is given to the problem of asitigp vehicle mass
and road slope that, together with vehicle speed, are thermpajameters in the
energy balance of moving vehicles, setting the requiresentthe retardation
systems in the actual driving situation.

Outline of the thesis

In Chapter 2, the main features of a state—of-the—art brgdters and the dif-
ferent components and subsystems forming the completelatian system are
described. Then, Chapter 3 proceeds with desired vehialeires (for exam-
ple performance and economy) that are affected by the @tardsystem. The
complexity of integrating different subsystems and theesstity to do so are put

2



Chapter 1. Introduction

into focus by pinpointing potential feature conflicts. Necdntinuous retardation
strategies used by drivers today and the benefits of usingf@lmdation brakes
to improve transport effectiveness are discussed in Chdptdn Chapter 4, a
description of existing systems for driver assistance vemias well. Further-
more, retardation economy is defined and driver strategeesiawed also from
this perspective. In Chapter 5, the derivation of open—lmmjomal driving strate-
gies usingnonlinear programming (NLP) is presented. This is followed by
the description of two different methods focusing on impéenable, closed—loop
strategies. The first method usesural networks (NNs) optimized bygenetic al-
gorithms (GAs) and the second method udemar quadratic control (LQ) and
gain scheduling Additionally, the selected methods are motivated andudised
in relation to each other. Next, the methodiKalman filtering to estimate im-
portant vehicle states is discussed. Finally, conclussmasirawn and a summary
of appended papers is presented.

1, 2, 3,
Detect
vehicle a4

\ behaviour
— ) Select [
» . . Dniver . .
> Drive = retardation Vehicle
controis
— strategy
) Estimate
brake system
Tactile feedhal / \ / performance

Figure 1.2: Research areas.

Research objective

The objective with the research presented her® idevelop a concept for in-
tegrated retardation control, i.e. simultaneous operataf different retardation
actuators and gear, in order to increase system performance

The concept of an integrated retardation system is illtetran Figure 1.2,
where all feedback loops between vehicle, driver, and otlats are shown. Three
areas of research, of interest for this thesis, can also theedifrom Figure 1.2:
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Chapter 1. Introduction

1. Driver and vehicle interface satisfying demands on JeHleatures,
2. Retardation strategies satisfying demands on vehiateres,

3. Measurement and estimation of vehicle and brake systefiorpence nec-
essary for 1 and 2 above.



Chapter 2

Retardation system

The complete retardation system in a heavy duty vehicleistsnaf several chas-
sis, transmission, cab, and engine systems. In Figure Re6pitincipal brake
system layout for a 6x2 (2 of the 6 wheels are driven) truckh@s, and in Fig-
ure 2.7 a more detailed view of the retardation system istiidded.Foundation
brakes (FBs), andauxiliary brakes (ABs), are the main systems.

2.1 Foundation brakes, FBs

Two different type of FBs dominate the market, drum brake$ diac brakes. In
this thesis, the focus is on the disc brake type, since itastie that is expected
to dominate the truck market in the foreseeable future. gufe 2.1, a disc brake
used on the front axle of a Volvo truck is shown. During brakitne brake cylin-
der is filled with air creating a pushing force on the pistohisTorce transfers to
the pads and creates a clamp force on the disc, and henceeatbralée is gener-
ated on the wheel. The kinetic energy of the vehicle is tanséd into heat that
leaves the disc by convection and radiation to the surragnalir, and by conduc-
tion to the hub, bearing, axle etc.There are also two diffetyges of disc brakes
on the marketventilated andnon—ventilated disc brakes. In Figure 2.2, a ven-
tilated Volvo disc (or rotor) is shown. The disc mounts to éxée via the spline
interface and the ventilation is achieved by the air—chBnm@es shown in Figure
2.2. One of the main benefits of using ventilated discs isttieatveight per brake,
due to the air channels, is approximately 7 kg lower than éo—wventilated discs.
Therefore, the ventilated disc reduces the unsprung mémsshws very desirable
from a payload perspective. The force characteristics @two disc brakes are
similar but the thermal properties are not. Due to the lowassnof the non—
ventilated disc, it warms up faster than the ventilated @aver if the cooling is
improved by the ventilation). Another drawback with the tiated disc is that
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2.1. Foundation brakes, FBs Chapter 2. Retardation system

it is more sensitive to long-time brake application when paned to the solid,
non—ventilated disc. When the brakes are applied, thedndbrce between the
pad and disc heats up the disc surface. However, the disacewtbes not become
evenly warm due to uneven pressure distribution in the cbreil@a between pad
and disc. Often only around 15-20 percentage of the totabpeal is in contact
with the disc, see for example Eriksson et al. (2002). Ugualhen the brakes
are applied, the disc surface becomes warm in a relativehpwacircular, band
(sometimes several bands appear). As the brake applicaiittinues, this band
will travel radially over the disc surface, creating thetsiaesses in the material.
Such stresses also arise from the axial temperature gtadteat are caused by
the brake application. Due to the air channels, the veatlldisc is more sensi-
tive to the thermal stresses than the non—ventilated distireextreme situations
cracks can develop on the disc surface. In Figure 2.3 thaseitEmperature de-
velopment for a 45 s long brake application with low pressuré medium speed
is shown using 6 snapshots distributed over time. Note thelt @icture shows
only a sector of the ventilated disc. At the beginning of thekle phase, the sur-
face temperature is relatively even, ranging from°80to 110°C . Slowly, the
development of two warm bands can be seen. After 30 s the twdsbare very
narrow with temperatures of around 18D and after 45 s the temperature of the
disc surface ranges from 10Q up to 190°C .

The characteristics of the FB can vary significantly due ghhiariations in
the friction properties between pad and disc. Dependingardésc temperature,
pressure, velocity, temperature of the air, and unwantetrays like road salt and
rust, the friction can vary strongly. Friction variationsdaa method to estimate
these in real time are reported in Grangvist and Rundqvi32 In Figure 2.4
and 2.5, friction measurements for a Vol¢®?2 truck with ventilated discs are
shown. The friction is in this case characterized by lbhake factor (BF) (or
brake gain). In both situations the initial vehicle speed is 50 km/hFlgure 2.4
the brake pressure is 3 bar and the initial pad temperatd@0isC and in Figure
2.5 the brake pressure is lowered to 2 bar and the pad terapeiatiowered to
180°C . It can clearly be seen that the brake gain varies rathehmoimpared to
the nominal value of 4400 Nm/bar/axle. In fact, the maximuwawidtion reaches
15 %.

Other extreme variations in the friction are created by terppmena called
fading andglazing. Fading is a loss of friction when the temperature exceeds a
certain level. For disc brakes this begins aro6nd°C. Around800°C there is
only approximately 40% of the friction &00°C left, and av00°C the pads burn.
Glazing, on the other hand, occurs when the FB is used tde. litt the driver
never uses the brakes for high power retardation, a lowdndayer will develop
between pad and disc, resulting in bad brake performance.

It is, in fact, a problem that drivers tend to use the disc ésatoo little, re-

6



2.1. Foundation brakes, FBs Chapter 2. Retardation system

Brake cylinder

I

: |
.o

Figure 2.1: Front axle foundation brake. Disc, pads, mdduland a radially
mounted brake cylinder.

Air channel

Figure 2.2: Volvo light—weight disc (or rotor) with ventilan. The solid disc does
not have any air channels for ventilation.
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(@ 0s (b) 10s

(e) 40 s (f) 45s

Figure 2.3: Six snapshots of disc surface temperature gldmiaking with low
pressure and medium speed. The brake duration was 45 s.
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Figure 2.4: Measured brake gain for one axle. The maximuniaten from
the nominal brake gain is approximately 15%. Initial vetpci 50 km/h, brake
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Figure 2.5: Measured brake gain for one axle. The maximuniaten from
the nominal brake gain is approximately 15%. Initial vetpci 50 km/h, brake

pressure = 2 bar, and initial pad temperature =80
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Figure 2.6: Volvo brake system.
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Figure 2.7: Detailed view of the Volvo brake system.
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2.2. Auxiliary brakes, ABs Chapter 2. Retardation system

sulting in bad braking performance and low traffic safetywligsage allows not
only undesirable coatings to accumulate on the disc butralstoand dirt to be
deposited on the brake mechanism. When it comes to glazimgnot easy to
quantify exactly what "too little braking” is, since it depes on factors such as
the surrounding environment, disc and pad material, andtdimperature when
braking. A rule of thumb used is that one or two high power bralanoeuvres
should be made each week to clean and condition the discain@ranted surface
coatings.

Not only safety, but also economical reasons, favor a résluctf the usage
of FBs. Since pad and disc wear can be a relatively large eepfar the truck
owner, drivers traditionally utilize non—wear ABs morerteBs.

2.2 Auxiliary brakes, ABs

Several types of ABs (also callewn-wear brakeg are on the market and they
are all characterized by their non—wear propertiggdrodynamic retarders, en-
gine compression retarders engine exhaust retarders andelectromagnetic
retarders (eddy-current brakes) are some examples. In this thesis, hydrody-
namic, compression, and exhaust type retarders are ussgglesent the ABs. The
hydrodynamically working retarder is\&lvo compact retarder (CR) mounted
between the gear box and final gear and, therefore, alsalsalb®ndary retarder
(behind the gear box, as shown in Figure 2.8). The principie loydrodynam-
ically working retarder is that the friction in the oil beterm the stator (CR) and
the rotor (propulsion shaft) generates a brake torque opritygulsion shaft. By
controlling the amount of oil, using pressurized air, diiet brake torques can
be achieved. Since all the brake energy is transformed et the oil has to be
cooled using the main engine cooler.

The Volvo Engine Brake\(EB) is a combination of a compression retarder
and an exhaust retarder and is part of the engine. Since d@usited in front of the
gear box it is also calledrimary retarder , see Figure 2.6. The exhaust retarder
is a controllable valve mounted on the exhaust manifold. Wdregaged, the valve
prevents the exhaust gases from flowing out from the endieeeby increasing
the pressure in the exhaust manifold, and therefore gengiahegative (braking)
torgue on the driveline. For the compression brake, twoaemtitches on each
camshaft exhaust lobe are used to modify the intake and skiphases of the
engine. This makes the normal exhaust stroke a compredsuke swhereby the
exhaust gases are compressed. When the piston is almaedbgt dtead center, the
exhaust valves are opened, thus releasing the compressacba net retardation
force is generated on the piston. A further description efMEB can be found in
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Coolant pipe

Figure 2.8: Compact retarder mounted on gear box.

Templin (2004). The CR and VEB transfer vehicle kinetic ggento heat which
is then transferred to the engine cooling system of the tr&akce this system is
primarily designed for cooling the engine in propulsion rapd usually cannot
handle the available brake power from the CR and VEB contislyo A typical
cooling system can handle around 300 kW continuously, véseaeCR and VEB
can brake around 600 kW together, of which around 400 kW rssteared to the
coolant, and the remaining part is transferred to the exhgases. This means
that the ABs have to be regulated in such a way that the cotdengerature does
not exceed a certain limit. Approximately 40% and 100% of ltineke power
transfers to the coolant from the VEB and CR, respectivelyer&fore, usually,
the VEB is allowed to be fully engaged and the CR is down-raigal to keep
the coolant temperature within limits, meaning that alse @R fades like the
FB. In Figure 2.9 a principal fading curve for the CR is showiine dip in the
curve is mainly due to the dynamics of the thermostat. Nadé tte opening of
the thermostat depends only on the temperature of the doatidhe inlet of the
thermostat. Figure 2.10 presents an overview of the cofiamtin a heavy duty
vehicle. The coolant transports the heat to the radiatarallisthe coolant flow is
not directly controllable but rather proportional to theyame speed. Dissipation
of heat in the radiator is controlled by a controllable fam arsually when the
retarder is engaged, the fan speed is increased in ordemtmpmMmaximal cooling
performance.

12
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Figure 2.10: Coolant flow in a heavy duty vehicle. The coofamhp is driven by

the engine.
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2.3 Brake system: State—of-the—art

Modern heavy duty vehicles have alectronic brake system(EBS). This means
that the energy source consists of pressurized air andhtedirake control uses
electronic transmission, i.e. the driver's demand is eteitally transmitted from
the controls to the valves that connect the air reservoithegaactuators. By re-
placing pneumatic transmission with electronic transimigsystem performance
has been improved. Reduced stop distance and enhanced \atieicle stability
are some of the benefits of using electronic transmissidmerQtenefits are fewer
components and easier installation of the brake system ewehicle chassis.
Since there is no standard for the EBS system in the trucksingseveral differ-
ent systems can be found on the market and in the literatlirigraed EBS, see
Palcovics and Fries (2001), Palcovics et al. (2001), andénmann et al. (1997).
Several functions have been introduced into the concepB& §/stems over
the years, starting from the mid—eighties in the literatangl since the mid—
nineties in production vehicles. Some of the main functiares given in Table
2.1. The main function of the EBS system, when it comes toitad@al braking,

Table 2.1: Some EBS functions.

Function || Description

Slip control|| Controls the brake pressure so that each axle brakes in pro-
portion to the load of the axle.

ABS Prevents wheel locking to keep the lateral maneuverability
of the vehicle

ESP Uses the brake system to stabilize vehicle laterally (side-
ways braking)

ROP Limits the lateral tyre forces to avoid rollover in a curviegt
vehicle slides out instead of rolling over)

CFC Distributes the brake force between truck and trailer in pro
portion to the mass of truck and trailer

ACC Keeps a set distance to the vehicle in fraddptive cruise
controller)

is theslip control. The basic idea with the slip control is to distribute thekiera
force so that each axle brakes in proportion to the load oa#he using only in-
formation about the wheel speed. By controlling the brakeddi.e. the brake
cylinder pressure) of each axle so that there is no wheelgdfgrence between
the axles, the correct force distribution is obtained anthesxle brakes in pro-
portion to the load on the axle. This is so, since the longitaidyre force is the

14
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Figure 2.11: Simple foundation brake control loop.

normal force (load) times the utilized friction (slip). larier systems the strategy
was basically the same but an electronic axle load sens@)(&&ad to be used to

distribute the force accurately, and in even earlier systatoad-dependent pneu-
matic proportion valve was used (not EBS).

A typical FB activation from brake pedal stroke to generatezke force is
as follows: When the driver presses the brake pedal a rei@and@&quest is sent
to the EBS electronic control unit (EBS-ECU). A referencegsure value pro-
portional to the retardation demand is calculated. Thisregfce pressure is then
divided (slip control) between each axle and transmittethéelectronic pres-
sure modulator EPM) on each axle.

In Figure 2.11, a simplified control schedule for the FBs owa-Haxle vehicle
is shown. By pushing the brake pedal, a pedal stroke is aethi@nd a retardation
demand £ ;) can be calculated. A pressure level valig.(,) is calculated from
this retardation demand and is then distributed to the faowit rear wheel brake
cylinders Prone @and P,e,:) in such a way that the tyre slip differenc&y) is zero
between front and rear wheels. By controlling the wheeldifiference (or wheel
speed difference) between the axles to zero, each axledmakewell balanced
way.

The total EBS pressure modification logic from driver or systdemand to
brake cylinders is illustrated in Figure 2.12. First, thtatdrake demand (de-
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Infelligent | | On/loard| | Driver
systems systems demand
1 i 1 Driver and external
¥ system demand

Global brake demand determinsion

{ 1 Brake blending

Engine Service Retarder
brake brake

\ \ Coupling force control

brake fading
Tractor Trailer

3 3 Load sensing, wear control
Front axle Rear axle
prim. deman, | prim. deman,

\ \

i : ABS, ASR
Front axle Rear axle

final. deman.| | final. deman.
I

} Pressure control

v v loops EBS hardware
Front axle Rear axle Trailer

act. press. act. press.| | act. press.

Figure 2.12: Pressure modification loop. Reproduced frotookis and Fries
(2001).

celeration control) is divided between ABs and FBs. Nexg¢ BB demand is
divided between truck and trailer (CFC function) and thendlip control distrib-
utes the demands between all the axles, and if necessanBiesystem reduces
the pressure to avoid wheel lock. The distribution betweBs And FBs is usually
performed manually by the driver via multi-position levéitgee to five positions)
and the brake pedal. Sometimes also a button is used to etigaédds (one or
two positions). In the Volvo FM truck, introduced in 2002¢tdriver can also
choose to drive the vehicle int&rake blending (BB) mode, which means that,
when pressing the brake pedal, all the retardation foraegigsested from the ABs,
and if the ABs cannot satisfy the request the FBs are usetipassn Figure 2.13.
The dashed line is the requested retardation force anditiheriedium, and thick
solid lines are the AB, FB and their sum, respectively. SiheeFBs mainly are
used in the transient phase of the manoeuvre the, FBs cand®dandle the
high frequency part of the demand and the ABs the stationarty(jf they man-
age). FBs are used mainly in the beginning and a perfect iigrid achieved
when the sum of AB and FB equals the requested force. Thiegyraoincides
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1.5

Normalized force

0 1 2‘ 3J 4
time [s]
Figure 2.13: Brake blending. Dashed line: request; Thidkldme: foundation

brakes and auxiliary brakes; Medium solid line: foundatimakes; Thin solid
line: auxiliary brakes.

very well with the one preferred by drivers today in order tmimize wear of
brake pads and discs.
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Chapter 3

Vehicle features

In this chapter, vehicle features that are influenced by ekerdation system are
presented and discussed, from a customer point—of—viewgir&kevehicle fea-
tures are translated into technical requirements and usettié development of
hardware configurations and control strategies at VolvaK orporation (VTC).
Some of these features conflict with each other and have taleaded in order to
achieve a good compromise. The aim with this chapter is ttaéxthe need for
investigating and designing control strategies for lowaoretardation. Another
aim is to give a background to the approach used in Papersad3i, focusing on
controlling the retardation system for high transport eficy (mean speed) and
low component (pad, disc, and tyre) wear cost. In the trudkistry, low—power
retardation is sometimes referred tolaake blending or co—ordinated brake
control, see Chapter 2. It should, however, be noted that eitheedrsnding
or co—ordinated brake control are not restricted to low-grdwake manoeuvres.
For example, brake blending according to Figure 2.13, caafdmdied in very
demanding (high power) brake situations.

3.1 Retardation system features

In Table 3.1, vehicle features are listed and described. f@tires are divided
into main features and subfeatures. Furthermore, featnficts are pinpointed
in Table 3.2. These features stand as a base for the retarddtategy develop-
ment and should be covered by it. When looking into the fufareetardation

systems and ABs in particular, there are several featurgscin conflict with

each other, making the solution a compromise. In Table 8&tufe conflicts are
marked by numbers. Each number is explained in the followungbered list.
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Table 3.1: Main and subfeatures.

—

| Feature | Subfeature | Comment |
Quality and uptime|| Maintainability Maintenance of pad, disc and tyre.
Durability Wear of components (pad, disc, al
tyre).
Reliability Software robustness.
Safety Retardation Two situations: high and low—pows
retardation.
Handling Braking in curve.

Driver assistance

Collision avoidance, collision warning
ROP, ESP, ACC, BC

Driver environment

Interior noise

Level and variation of noise. Exampl@:

switching actuator and brake squeal

Dash and instrumentatior]

Number and type of controls

Ride comfort (vibrations,
jerk etc)

Jerk when switching actuator and gefr.

FB vibrations. System override situg
tions (active speed control).

l_

Environment

External noise

ABs produce noise and can be a prg
lem in city environment.

b-

Material emissions

Tyre wear, pad wear (copper), d
wear, and road weatr.

Price

Product price

Fuel economy (FE

Chassis configuration

Reduction of resistance forces like ai
drag, rolling resistance, and driveline

drag losses.

r

Powertrain configuration

Engine and transmission for low fué
consumption.

€D

Brake  economy| Chassis configuration Number of axles, tyre type and config

(BE) uration on axles (single or twin), typ
of brakes.

Powertrain configuration | Type of ABs, gearbox, and final gear,

Transport  effecq| Load capacity Low chassis height increases load vq

tiveness ume. Increased vehicle gross weig

increases transport efficiency.

Driving cycle

Suitable brake configurations and strg
egy depend on operating environme
and vehicle utilization.

Vehicle agility

The retardation strategy depends
traction conditions. ABS are not use
in low friction conditions.

Driveability

Good acceleration performance. Gof
retardation in high power brake md
noeuvre. High mean speed on dowsl

hill slopes.
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Table 3.2: Feature conflicts. Each conflict is marked by a rerrabd is explained
in the numbered list.

@

]

) C

5 g

> S

E > E |3

ole|l &g |9 |%E

= o o) c [<H)

= c (@] +—

c | E| & O o)

> lc| o | Q|5

E1Zg|2|2lg|e

S|5 22|83 5|8

Subfeature |l |ojWw|L o|F

Quality 1 2| 3 4

Safety 5 6| 7| 8

Driver environment 9 |10

Environment 11|12 13
Fuel economy 3

Brake economy 14

Transport effectiveness

1. Quality vs. Safety

(&) As mentioned earlier, glazing is a problem and may datate the
brake performance. One way to improve the condition, isearithe
contact surface between pad and disc by transferring maiethoad
to the FBs. Another solution is to change the design of thkebpads
to increase the wear during braking and thereby improve din¢act
surface cleaning. Either way, the FB wear increases.

(b) Good continuous low—power brake performance may redugh AB
usage, i.e. high drive—axle tyre wear.

(c) Active driver assistance safety systems, like the distacontrolling
ACC system, may require low or high FB usage (high wear or low
condition). for example, ACC systems enable the driver,¢omafort-
able way, to obtain a very short following distance to theigiehin
front. In order to control this small distance, FBs have taibkzed
more frequently in situations where the speed must be redsioee
the maximum allowed following distance overshoot must beelgthe
closer the actual set distance is.
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2. Quality vs. Environment

(a) ABs produce noise (cf. restrictive usage of Jakeke when driving
in city environments in the USA). This requires more use ofdrisl
therefore increased material emissions (copper and lead).

3. Quality vs. fuel economy

(a) From a fuel economy point—of-view a very desirable fesatsi to re-
duce resistance forces like rolling, aerodynamical, amtidn losses
(also called natural brakes). This reduction of naturakésaransfers
more load to the brake system, leading to increased compoean.

(b) On some driving cycles and load conditions, smaller eagiolume
also reduces fuel consumption. Small engine volume reduéds
power and therefore FBs are used more, yielding more weadoaret
durability.

4. Quality vs. transport efficiency

() Very desirable features in the road transport industeyiacreased
payload, increased volume and increased vehicle mean,sjikteans-
ferring more load to the brake system. There is a trade—d¥den
increased payload and mean speed (income) and wear cosh&p

5. Safety vs. driver environment

(@) In an automated system, noise and vehicle motion maytespneted
differently than in a passive system where the driver is namtéve.
Improving the low—power retardation performance requing®matic
control of the complete retardation system, i.e. activeiclelspeed
control. It may be difficult to achieve acceptance for thighwy driver.

6. Safety vs. fuel economy

(a) See first point 3(a). A compact retarder (CR) may be nacgss
safety-increasing driver assistant systems like vehatlewing (ACC).
The CR reduces the driveline efficiency (a power loss of aypro
mately 1-2 kW) which increases fuel consumption.

7. Safety vs. brake economy

1The Jake brake is an engine brake manufactured by the JacotsaDy.
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(a) See first point 1(c). Active, safety-improving, drivesestant systems
have to consider not only brake performance and safety batcm-
ponent wear and cost.

8. Safety vs. transport efficiency

(a) In order to increase vehicle load volume the chassis imeidower,
resulting in less space for FBs. Together with increasedtieemass
this could reduce the vehicle brake performance.

9. Driver environment vs. brake economy

(a) Distributing the retardation force between ABs and FBsitain good
brake economy (i.e. to minimize component wear) may resatari-
able speed solution (see Paper 2 and 4). Driver acceptanceamard
to to achieve.

10. Environment vs. environment

(a) Using ABs less to reduce noise requires more FB usaddingemore
material emissions.

11. Environment vs. fuel economy
(a) On some driving cycles and load conditions, smaller magolume
reduces fuel consumption. Small engine volume reducestzsdEB
power and therefore FBs are used more, yielding more mbhésnis-
sions.

12. Environment vs. brake economy

(a) High utilization of FBs increases material emissionsrbay consti-
tute good brake economy.

13. Environment vs. transport efficiency

(a) Increased vehicle load requires more brake power amdftive leads
to more wear and emissions.

14. Brake economy vs. transport efficiency

(&) Increased vehicle mass requires more brake power arefdhemore
expensive components and increased weatr.
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Clearly, increased vehicle weight, increased load volumereased mean
speed, reduction of pad and disc wear, safety, and coppdead@missions from
the FBs promote the development of more powerful ABs. On tiherohand,
expensive, heavy and noise-emitting ABs, tyre wear, arl@éshaps increased
drive line drag torque (CR), promote less AB usage for thertut

In the near future, vehicle loads and vehicle masses arkelylio decrease.
In fact, it is not unrealistic to think that vehicle gross wgleis will rise in order
to increase transport effectiveness, see Lindkvist (128@) Aurell (2000) for
discussions of this issue. Also the vehicle weight and adbaxle loads have his-
torically always increased. For example, during the last/gars allowed vehicle
gross weight has increased from 52 tonnes to 60 tonnes inewddcreasing
the loadable volume and mean speed in order to improve tansfiectiveness
and customer satisfaction are other important issuesislfglthe scenario, clearly
stronger ABs and systems that increase the retardatiorcitapee needed.

To summarize:
1. Increased vehicle mass increased demand on the retardation system.

2. Increased vehicle mass more FBs=- FB have to be used also for low—
power retardation.

3. Increased load volume- less space for FBs- reduced potential for using
FBs also for low—power retardation.

4. Reduced natural brakes increased demand on the retardation system.

5. Energy regeneratios- more ABs=- more tyre wear if ABs are mounted
on driveline.

6. To increase the AB performance, ABs can be mounted on #Hilert=-
integration of several AB systems.

7. A balance of wear cost between tyre, pad, and disc must de.ma

8. System too complex to be handled by the drivedriver assistance is re-
quired.

To manage all this, intelligent control systems that cdritie total retarda-
tion system including disc brakes, VEB, CR, engine cooled gear box have
to be designed. The focus should be on utilizing the wholardation system
to increase retardation performance (continuous braksajety, and retardation
economy (component cost and wear), which all are importahitcle features for
the customer.
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Chapter 4

Low—power retardation: Downbhill
driving

It is quite fascinating to watch a skilled truck driver in iact. First of all, the
driver has to handle the steering wheel to keep a 25 m longhebn a usually
rather narrow road. Then the driver has to switch to the mygatr using the shift
stick and clutch pedal. If a reduction of speed is requirediitiver has to press the
brake pedal to engage FBs and push a button or stalk to endagielAis means
that when entering a downhill slope the driver has to perfaththese actions
simultaneously, i.e. release the accelerator pedal, pneskrake pedal, engage
ABs, use clutch and shift stick to shift, and keep the vehaclghe road with the
steering wheel. An even more difficult task for the driveraglecide on a proper
speed depending on current carriage weight, road slopeé fricdon, and traffic
in order to manage the upcoming descent.

4.1 Manual downhill driving

A problem with the retardation systems in use today is thatdtiver is given
almost no feedback regarding vehicle mass, brake disc tatye, and other
important vehicle and environment states. Even if the dlkwews the loading
condition of the vehicle, making use of that information ® an easy task in
all situations. Accidents have occurred where a driver lh@sen an excessive
speed combined with a bad distribution of retardation fdrebveen ABs and
FBs, resulting in overheating of both the disc brakes (fgpamd the ABs (cooling
system saturation). Examples of a fading accidents arexgiv&ress and Kress
(2001) and at www.oregon.gov. Other more cautious driveose a low set
speed yielding a low utilization of the capacity of the bralstem and perhaps
also low mean speed depending on the driving cycle. A thipe tyf driver (most
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common!) is the very experienced and skilled driver with@jknowledge of both
vehicle and environment. By observing engine speed, cotdamperature etc.,
such a driver uses the AB system to keep the vehicle speedacbrimit never
uses the FB for long periods of time in order to avoid fading arninimize FB
wear. A typical "normal (skilled) driving” sequence is show Figure 4.1. The
driver has engaged thauise controller (CC) to track a set speed.; = v;. At
timet, the downhill slope increases from to «a,. Since the available AB torque
is insufficient for the CC to tracky, the vehicle willoverspeed Therefore, it is
necessary for the driver to interact with the FB shortly raft@e ¢,. The CC is
then turned off and the vehicle is manually controlled bydheer until timets.
At time ¢3 the vehicle speed is, and the driver can shift down to increadg
(by selecting a lower gear position) and engage the CC wighn#w lower set
speedy,. This new set speeds, is not trivial to find and in practice the driver has
to carry out an iterative procedure of lowering speed anfiisgidown to find a
suitablev,. In Figure 4.2, the maximum stationary speed (= "suitablesgeed”)
a driver can achieve on different slopes is shown. Two difiecombinations
are shown: VEB only (thin line) and VEB+CR (thick line). Thehicle weight
was 60 tonnes. The strategy (as used by a skilled driver) usiliee the highest
possible engine speed to achieve high retardation powethantbest possible
cooling (high fan speed and coolant pump speed). Using eetiésgearbox causes
the steps seen in Figure 4.2. Maximal cooling capacity wasrat 280 kW. Figure
4.2 is the same as Figure 4 in Paper 2 except for the resolatidrthe lower
cooling capacity, which explains the steps of the curve aaddwer speed values
compared to Paper 2. The improvement obtained by using a G&her with
a VEB decreases with increasing slope. This is due to thetliattthe CR is a
secondary retarder that has low performance when the miopushaft speed is
low, i.e. for low vehicle speed.

Even if most drivers are very skilled it is still a fact thainse are not. For
example, in America there is large shortage of truck drigansestimated 20,000
driversin 2005). Itis not unusual for carriers to have 100#tLal driver turnovers,
resulting in situations with less qualified drivers, see Blijm and Lambert (2002).
During 2005 logging of driver braking behaviour was staé®olvo. The data
collection is far from finished and the number of vehicled tr@ logged is still
only between 5-10 vehicles, distributed around EuropelirRirary investiga-
tions show, however, that some drivers utilize also FBsdngldurations, i.e. dur-
ing downhill driving. A brake phase is defined as

if  Ppons > 0.3 bar and v > 5km/h Start brake phase,
if  Ppont < 0.3 bar or v <5km/h  End brake phase, (4.1)

where P, IS the front brake cylinder pressure ands the vehicle speed. The
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A A
Uset = Y1 manual Uset = V2 Uset = U1 manual Uset = U2
a2 VU1
%)
o1
e 4 >
31 time 1 ta 3 time
(a) slope (b) speed
A A
Uset = U1 manual Uset = V2 Uset = U1 manual Uset = V2
Fap2 | e N2
FFBma.xQ
Fap1 / Ng1
FFrBmin1,2 — .
t1 ta 3 time l3 time
(c) brake force. Dashed AB, solid FB (d) gear ratio

Figure 4.1: Typical manual (skilled driver) downhill dmg sequence. Foundation
brakes are engaged for a short time to reduce vehicle spesdbbe a gear down
shift. The new vehicle speed is the stationary speed thabedreld using only
auxiliary brakes.
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Figure 4.2: Maximum stationary speed as a function of roageslusing VEB
(thin line) or VEB and CR (thick line).

brake phase starts when the driver engages the brake petidieabrake cylin-
der pressure exceeds tfmndation brake threshold pressure Additionally,
the vehicle speed must be above a predefined limit, in ordavda registering
stand-still brake applications. When the brake cylindespure falls below the
threshold pressure or when the vehicle speed falls belosgtbed limit, the brake
phase ends. In Figure 4.3, histograms of registered brakseghare shown for a
vehicle registered during 9 days of driving. The number akrphases is shown
as functions of initial speed (21 bins, bin width=10 km/marshg at 5 km/h),
maximal pressure during the brake phase (44 bins, bin wiithbar, starting at
0.3 bar), and length of brake phase (50 bins, bin width=1astisg at O s, the last
bin has unlimited bin width). The two lower graphs are zoonmeflom the two
upper graphs, in order to show clearly the area of intereslofe—power brak-
ing. It can be seen that brake applications longer than 1sroed 72 times (or
8/day). Three times the brake duration exceeded 50s. Dtigge three brake
manoeuvres, the maximum pressure was relatively low anihitiied speeds were
relatively high, indicating speed adjustments on dowrdidpes. Note that the
driver did not know the temperature of the FBs and therefadendt know if
fading was imminent.

Other extreme conditions are described at www.oregon.dg@redarge down-
hill slopes in Colorado and Oregon cause accidents due ke loaerheating.
For example, on Interstate 70 in Colorado (see Figure 4&btto 7% downhill
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Table 4.1: Recommended speed based on vehicle mass in DTSWS,
www.oregon.gov/ODOT/MCT/DOWNHILL.shtml. With permissi from: Ore-
gon Department of Transportation Traffic Engineering & Gpiens, ITS Unit.

Weight [tonnes]| Recommended speed [km/h]
18-22 56
22-25 40
25-36 25
>36 16

slope of approximately 16 km registered in average, bet86s to 1999, nearly
two trucks per month that had to use runaway ramps due to lalckake power
caused by overheated brakes, indicating that the driversin@sen a an excessive
downbhill cruising speed. To improve the safety, the Oregepagtment of trans-
portation has installed Downhill Truck Speed Warning SystdDTSWYS). The
DTSWS produces a custom made message with recommended itlasiming
speed that is presented to the driver well ahead of the ddhvsidpe, as shown in
Figure 4.4. In the DTSWS the recommended speed is mainlydaaséhe mass
of the vehicle, which is measured using a dynamic axle wagbystem. In ad-
dition, the number of axles is sent (wirelessly) to the offatdl DTSWS system.
In www.oregon.gov/ODOT/MCT/DOWNHILL.shtml it was conaed that vehi-
cles with 5 axles or more should have a recommended speadatelt according
to Table 4.1. It was also concluded that the average speedie@sased with
the DTSWS but no conclusion was made on whether or not a reduct acci-
dents had occurred after the DTSWS was implemented. The CH'BV& rather
extensive system integrated into both the infrastructandeveehicle, making it un-
realistic to install on downhill slopes that are not causimany accidents. These
downhill slopes may, however, still cause drivers to eitineder— or overspeed,
resulting in low mean speeds or FB damage. Another drawbé&bktie DTSWS
system presented at www.oregon.gov is that vehicle inktstates such as founda-
tion brake type, auxiliary brake type, gear ratios, wheeius, brake temperatures
etc are not utilized to further improve the calculation acfammended speed. It
is also a fact that the road grade varies along the downlall section. There-
fore, ideally, the speed should vary in order to increasengggeed and save
components. Note that according to Table 4.1 a vehicle vimigh36 tonnes is
recommended to drive at 16 km/h, i.e. the 16 km downhill sikwpetake 1 hour
to overcome!

In addition to safety reasons, drivers prefer to use AB o\gs &lso to min-
imize the service cost of the FB. It is, however, not obvichet this strategy is
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Figure 4.3: FB brake duration for one truck registered dpy@ndays in March
2005. The total driving distance during 9 days was 3100 kreafly these drivers
manually used the FBs very much in downhill cruising. Notat tine drivers did

not know the temperature of the FBs.

Figure 4.4: Recommended downhill cruising speed that isocusnade to the
driver. Emigrant hill, Interstate 84, Oregon, USA. With pegssion from: Oregon
Department of Transportation Traffic Engineering & Openagi, ITS Unit.
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Figure 4.5: Interstate 70 in Colorado USA. 5-7% 10 miles Idog/nhill slope
with downhill truck speed warning system. With permissiooni: Oregon De-
partment of Transportation Traffic Engineering & Operasioif S Unit.

optimal, since, when performing a retardation the forceangferred to the road
via the tyres, causing wear. When using ABs, the total ratayd force is trans-
ferred to the road via the drive axle tyres only, whereas wisng the FB it can
be distributed to all axles. The tyre, pad, and disc wearwsisfg ABs and FBs is
discussed in Section 4.4. In Table 4.2 pad, disc, and tyre eesd is calculated
for three different vehicle configurations and strategeeevtercome a 3% and a
5% downhill slope of 3 km. The three different vehicle confajions are: VEB
only, VEB+CR, and the complete brake system VEB+CR+FBs. flifirst
combinations only utilize ABs and can therefore be compaoethe strategies
used by normal drivers whereas the last combination usilihe complete brake
system in an optimal way according to Paper 4. On the 3% sédjpymbinations
can maintain 23 m/s and using only ABs is the best strategydardo minimize
the wear cost. If the slope is increased to 5% the VEB configuraan only
maintain 11 m/s, resulting in a wear cost of 1.267 Euro. Bpgisilso the CR, the
speed can be increased to 18 m/s, and due to increasednesifteces, the cost
is reduced when compared to using only VEB. Using the corafiedke system
in an optimal way significantly reduces the wear cost and lesabhigher driving
speed, as shown in Table 4.2. This is a clear indication trasteep downhill
slopes, it is advantageous to distribute the required biake to all axles of the
vehicle, rather than concentrating it to the drive—axle.

4.2 Including FBs for continuous retardation

As mentioned earlier, drivers try to maximize the usage o$ABd never use FBs
for continuous retardation, in order to avoid fading anceda8s. The main reason
for this conservative approach is that the driver has namétion of disc temper-
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slope| speed] VEB VEB+CR Optimal
(%) | (m/s) Blending
3 23 | 0.078 0.078 0.078
11 | 1.267 — 0.390
5 18 — 1.086 0.384
23 — — 0.363

Table 4.2: Results for wear cost in a 3 km constant slope rathdost values are
presented in Euro. In order to minimize the wear cost on a 8§est is optimal to
use only ABs. If the slope isincreased to 5%, optimal blegdising the complete
brake system is cost efficient. Optimal blending is cal@datccoring to Paper 4.

ature, i.e. there is no warning of fading. Some drivers hateed unusually high
drive tyre wear when utilizing ABs, but in general drivers arore concerned with
FB wear. In Figure 4.6 the maximum stationary speeds foeudfit slopes are
shown for four different hardware configurations VEB onl{,B+CR, VEB+FB,
and VEB+CR+FB. The maximum FB temperature was set t¢G00 order to
maintain a realistic FB safety margin for emergency siarai Combining not
only VEB, CR, and gear but including also FBs improves thardgtion perfor-
mance of the vehicle and it can therefore cruise downhilhwigher speed than
when only using ABs. Comparing, for example, the combima{iWEB, CR}
(thick solid line) with{VEB, CR, FB} (thick dashed line) in Figure 4.6, a perfor-
mance difference is evident, especially for slopes over érevthe vehicle speed
is low and the CR displays mediocre performance. For rogokesldbetween 7%
and 10%, the smallest speed gain is around 15% and the lasgastund 60%.
By also using the FBs, the downshift to increase VEB torqutherdriveline can
be performed at higher slopes compared to a situation wherdy VEB and CR
are used. FBs can be used to increase performance on dnxdtes ¢hat require
much retardation power. On some driving cycles, the VEB @ldoes not allow
high mean speed, and neither can the installation of a CR hiwvated from a
cost or weight point—of—view. For such situations, con¢wlFB usage is a good
alternative.

As discussed earlier, FBs have to be used with restrictiortgemperature, in
order to avoid head fading. This is, in fact, the main lingtiiactor for usage of
non—ventilated FBs (solid disc). However, if the vehicledipped with venti-
lated discs then, in addition to fading, also the tempeeadiistribution of the disc
must be considered in order to avoid thermal fatigue of tise.dFor example,
as can be seen in Figure 2.3, the surface temperature is eolyedistributed,
causing thermal stresses in the disc material. Therefanenwising ventilated
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Figure 4.6: Maximum stationary speed as function of roagesiasing VEB (thin

solid line), VEB and CR (thick solid line), VEB and FB (thin sleed line) and
finally VEB,CR and FB (thick dashed line).

FBs, the brake duration should be constrained, not only éadefading, but also
to avoid fatigue damage. Furthermore, it is, from a fatigami-of—view, advan-
tageous to avoid brake applications with long durationslamdpressures. If the
brake application pressure is low, the actual pad and distacbarea is usually
small, creating an uneven disc surface temperature. Maefgmlly, brake ap-
plications, when using non—ventilated FBs, should havegeulimit in brake

duration and a lower limit for application pressure. Thégia¢ issue is not con-
sidered in the appended Papers. However, it is possiblehboda this constraint
into both the open—loop and closed—loop strategies derivéhpers 2, 3, and
4. For the open—loop case, an additional constraint in bdakation and a lower
boundary on application pressure would have to be includedery time step.
This would result in an increased dimension of the Jacobuarit bvould not in-

troduce any difficulties in terms of discontinuities or atm®n—linearities. For
the closed—loop case in Paper 3, one possibility to takeatigue phenomena
into consideration in the temperature mode controller (&MYl velocity mode
controller (VM) is to apply a relay function with hysteresis the integrated con-
trol signal. This relay function would achieve a lower boandon the FB force,

hence creating an intermittent usage of FBs, i.e. the duratf the brake appli-
cation would automatically by restricted. In Figure 4.7 teky with hysteresis
(fatigue protection) has been applied to the TM controllére continuous con-
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Figure 4.7: Step responses for temperature mode with (th@) bBnd without
(thick line) fatigue protection. At 0 m the slope is change@%. When using the
fatigue protection a limit cycle appears with a brake doratif 10 s and a resting
brake of 20 s.

trol is shown with thick lines and the fatigue protection ®wn with thin lines.

As can be seen, the fatigue protection results in a periogl@&@our of the FB

application in which the brake is applied for 10 s, released®D s, applied for
10 s etc.. Depending on how long brake applications that eaallbwed for the

ventilated disc, the hysteresis width and position can hedun such a way that
an adequate protection is achieved.

4.2.1 Automated downhill driving

In a modern truck there are almost no systems that aid the lbwruising situ-
ation for the driver and ABs, FBs, and gear are usually mayhaindled. There
are, however, some systems that integrate ABs and gear andsewme systems
that integrate ABs, FBs, and gear. Downhill cruise or brakgse is a system on
\olvo trucks that enables the driver to choose a set spegditmdownhill slopes,
engages the ABs to obtain the set speed. If the truck is egdipjth an automatic
gearbox of some type, then also the gear is controlled sdtibaAB are utilized
as much as possible, i.e. a high engine speed is used. HowEgesystem does
not control the FBs at any time, even if the AB are insufficienbbtain the set
speed. Instead driver intervention is required if the viehbwerspeeds. Downhill
cruise can be compared to an ordinary cruise controllentiaes ABs.
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Another system that integrates the brake system is adaptivee control
(ACC). ACC systems, that utilize a vehicle mounted radar, entidedriver to
choose a set distance (actually a time gap) to the vehiadlellirgg in front, in-
stead of a set speed. In the first generation of ACC systenysAid were used
to control the set distance in case of brake force was neelig¢tde AB brake
force was insufficient, usually the driver received a calswarning after which
the driver engaged FBs to reduce vehicle speed. The secahduarent gener-
ation of ACC systems utilizes also the FBs to improve the grarance of the
system. Usually the maximum allowed FB force is limited tocaresponding
retardation of around m/s?. In addition to this limitation, FB usage must also
be restricted to ensure that FB fading and FB fatigue doescmir due to ACC
over—usage. In a Volvo truck this is achieved by using onenfagrotection al-
gorithm based on temperature information and one fatigogeption algorithm
based on the duration of the brake application. When eith#rese two protec-
tion algorithms reaches predefined limits, the ACC systeatsstiown. In fact,
if the driver set distance is small, the system, before stqittown, increases the
FB force to increase the distance to the vehicle in front teef@anding over to
the driver. This procedure is executed in order to minimieerisk of colliding
with the vehicle in front when the ACC is turned off. The FBifagiprotection is
based on an estimated (i.e. not measured) FB temperatunegli@EBS system.
If the FB temperature reaches a predefined valug(, well below fading) the
system increases the distance to the vehicle in front and @@ ned off. ACC
can be activated again only after the FB temperature redGheTiim2 < Tiim1,
i.e. hysteresis is used). The fatigue protection algorithdesigned as follows

i P, > Ppand v > vy then Ly (t) = / dt + Ly, (t),

if Py < Pporv < vy then Le, (t) = a/dt + Ly (to),
if Lg,(t) > b, brakeand turnoff ACC. (4.2)

Thus, as shown in Equation 4.2, if the vehicle speed excegusdefined limit
(vimit) @nd FBs are applied (i.e. brake cylinder presstire> pressure los$%)
the fatigue protection valué,s,(¢), is increased by a term obtained by integrating
the time variable. If the brakes are released or if the velspleed is low, then
Lg,(t) is decreased by integrating time with a scale faater[—1, 0] (Lg, () > 0
always).b is the upper limit forLg, (¢) before the ACC is shut down. This ensures
that the FBs are never utilized for long periods of time. Aftee ACC has been
forced to shut down, it can be turned on whéR(¢) reaches 0 again. An example
of a vehicle following situation, where the FB temperatwaah’y;,,,; (at time 94)
and initiates an evacuation phase, is shown in Figure 4.8a@yying the FBs,
the distance to the forward vehicle is increased beforeihgraler to the driver.
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Figure 4.8: Evacuation when using the ACC system. FBs ar&eabm order

to control the driver—selected inter—vehicle distancdXJVT he fatigue protection
(FP) and FB temperaturéy) increases due to the FB applications. At time’B4,
reaches the limit value dfj;,,;, and an evacuation is initiated resulting in increased
IVD before handing over to the driver. Time, FP, dhidare given in normalized
units.

Also the fatigue protection is shown in Figure 4.8.

4.3 Adding road profile preview

Comparing a real driver and the controllers in Paper 2 andigrafisant differ-
ence is that the controllers do not get any information abimitoad profile ahead,
whereas a real driver can see a couple of hundred metersnnhdfdhe vehicle,
depending on the terrain. Therefore, the controllers asechby equivalent to a
driver that knows the internal states of the vehicle, butiredh In Lingman (2002)
road profile preview was added to the neural network (NN) rodiet. It was con-
cluded that the road profile preview reduced the conseevahavior (low mean
speed) of the NN on moderate slopes. In this section the usfagead profile
preview in the temperature mode (TM) controller in Paper@ésented.

In reality, road profile preview requires either a combioatof a map and a
GPS receiver, or that the vehicle should be supplied in azbvarith road profile
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as a function of position. It is believed that road profileommhation using GPS
together with digital maps will be feasible for use in comaigrvehicles in the
future, and that road profile is necessary information fovaated driver assistant
systems (ADAS) to function, see e.g. the NextMAP projech (oy the European
commission) for discussions about combining digital maps@PS receivers for
use in different driver assistant systems working in bothl#teral and longitudi-
nal direction.

One way to utilize preview information in the TM controlles to include
samples of the road profile into the feedback. By extendimgatiginal state
vector used for the controller design & [T}, Ty, vo, ¢, T1]) with

a(t+1) = dolt)
as(t+1) = as(t)
as(t+1) = dult)
A1 (E+ 1). = .(1 — dt/Tq)am(t) + v(t),
(4.3)

whered;(t) is the road slope ratg — 1 samples ahead of the vehicle. Note that
the road slope rate is used according to the velocity—basedfation utilized in
Paper 3. The structure of Equation 22 in Paper 3 is then exgokintb

Ti(t+1) Ti(t)
ngt + 1% ngtg
vo(t+ 1 vU(t
Ty(t+ 1) :lo F g} () |+
Gyt +1) (n=1)x4 én ()
Oén_l(t + 1) Oén_l(t) i
1/61
_lo/m * [ 0(2+1m)Xl ] Ozn(t),
Onxl

whereF’ and E build up the discrete system matrix from Equation 22 in P&per
n is the number of preview points afg,, is ap x g matrix of zeros. The matrix
Dis
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0 1 0 0
00 1 0
D= :
0
1
L0 (1—dt/Ta) ]

wheredst is the sampling time. Note that for convenience states fadrfave in
Equation 22 are shifted within the state vector in order tougrall road slope
states.

The size of the new state vector depends on the requiredegrdime. If a
preview time oft,, is required, the state vector will consist of the originaitet
vector augmented with,, /dt new states. In Figure 7 in Paper 4 the open—loop
optimal solution required roughly 800 m in preview for a stepoad slope from
6% to 8 %. This preview corresponds to approximately 40-5Dmeaview (for
that particular speed and slope). In Figure 4.9, threereiffiesystem trajectories
are shown, one for the open—loop optimal (dash—dotted)linesther for the TM
controller without preview (solid lines), and finally the Tééntroller with a 40 s
preview (dotted lines). Note that in the open—loop case tkei@wv covers the
whole problem horizon.

From Figure 4.9 it can be seen that the temperature trardgentases signif-
icantly with preview information. Comparing no preview dtta 40 s preview
shows a 70% reduction of maximum temperature overshootrblgt, increasing
the preview will bring the closed—loop controller closertbe open—loop per-
formance. Additionally the control signal activity is sifjoantly reduced when
using road profile preview. Another benefit of using previefoimation in the
TM controller is in situations where the upcoming road slepepidly decreas-
ing and a safe acceleration, propelled by the gravity foote@ on the vehicle,
would be desirable in order to avoid unnecessary brakingiaelcconsumption.
In Figure 4.10 one example of this is shown. In the beginnihg,vehicle is in
velocity mode (VM) with a driver selected set speed of 17 riidien the down-
hill slope begins, FBs are applied to control the vehicleegpeThis increases
the FB temperature which leads to the TM eventually beingagad. In TM the
vehicle speed is reduced significantly in order to keep thedrBperature within
resonable limits. At 3500 m the slope decreases and due for¢vesw, the FB
force (and VEB force) is reduced in advance, and the grawvitgef accelerates
the vehicle. Thus, eventually VM is engaged and the vehpéed is back at the
driver set speed.
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Figure 4.9: Comparing step responses for closed—loop @aming no preview

(solid line), using 40 s preview (dotted line), and openploontrol (dash—dotted
line). A 40 s preview significantly reduces the overshootBnt&€mperature when
compared to the no preview at all. Note that the 40 s previes® epproaches the
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Figure 4.10: Preview in the TM controller results in reducsdge of brakes and
fuel. In situations where the road slope decreases rapia\gravity force can be
used to accelerate the vehicle to the driver—selected setlsp
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4.4 Retardation economy

In this section, some important factors that affect transg@nomy are presented.
Then, vehicle retardation is discussed from a transporn@oy perspective, and
the concept of retardation economy is defined.

As discussed by Lindkvist and Gustavsson (1980), trangmamomy can be
described differently depending on where the system baynslaet. If the system
boundary is set around the vehicle and the owner of the \eshrelnsport economy
can be defined using:

* Income from transport mission
* Fuel cost
» Component wear (pads, tyres etc.)

» Other maintenance cost (engine service etc.)

Utilization of vehicle (hours per day)

Driver cost (salary etc.)

Cost of vehicle purchase or rent

Other costs (tax, road fee etc.)

Looking at transport economy from a retardation controhpenf—view, com-
ponent wear for low maintenance cost and system performimdeigh mean
speed to improve transport effectiveness are importanthéhaatically this leads
to a multi—objective optimization problem, where the okijexfunction (or fithess
function, i.e. the inverse of the objective function) islbup by three objective
functions. The objective function is given in Equation 4 Herex represents the
system states.

F(r) = filz) + falz) + f3(2)
= fwearABs(x> + fwearFBs(x> + fspeed (I‘) (44)

In most applications, the objective function consists géotives that are in con-
flict with each other. It is very unrealistic to expect thaeadible solution;*, can

be found that minimizes all the objectives. In Equation 44z) and f>(x) are
given in euro whereag; () is given in s/m, see Equations 4.5 and 4.6. Compatr-
ison is therefore very difficult to make even if it, at leastdhetically, would be
possible to assign a cost for time. If one would assume a oosine, different
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objective 2

objective 1

Figure 4.11: Typical Pareto curve for 2 objectives. A—lroiint B—Efficient C—
Infeasible.

assumptions (depending on, for example, different congsaamd what goods that
are transported) of the cost of time would result in diffeéssiutions. A different
definition of optimality would therefore be useful. One suxclterion isPareto
optimality 1. The solutionz* is said to be optimal (or Pareto optimal, or efficient,
or non-dominated) if there is no other solutiorsuch thatf;(z) < f;(z*) for
somej andfi(z) < fi(z*) forall i € [1, N], whereN is the number of objectives.
The set of points for which the optimality conditions holat&led the Pareto sur-
face (or Pareto front or Pareto curve in the bi-objectiveetasd it constitutes a
graphical representation of the trade-off between theabivgs.

Jspeed v. (45)
1
Jwear = . 4.6
C(tot ( )

The concept of Pareto optimality was used in Paper 4 to stuelyrade—off
between mean speeds] and component wear cogt + f, (See Equation 4.7.
In Paper 2, the component wear was investigated under carsgteed conditions
and therefore the criterion function consisted of ofily f5.

Before proceeding with the definition of wear cost, the cphae transport
efficiency requires some clarification. It should be mergobthat efficient use
of the brake system will increase the mean speed on dowmiyiles, but it will
not necessarily affect the mean speed on the whole driviolg cif large parts of
the driving cycle consists of relatively flat road sectiotiee mean speed (trans-
port time) is not much affected by an increase in the speedngiesdown hill

Lvilfredo Pareto was an Italian economist (1848-1923).
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slopes. However, high mean speed on down hill slopes is diésirable also to

increase the driver comfort and satisfaction (i.e. driviégh Here, a comparison

with the development of engines can be made. Reducing emgand fuel con-

sumption are prime targets for engine developers but otreomer demands like
engine response, power reserve, top gear gradeabiliglsiciave to be consid-
ered. Stronger and more powerful engines are developed ietfee mean speed
on the whole driving cycle does not necessarily increaske mibre powerful en-

gines.

The wear cost can be formulated in several different ways pae of the main
guestions is whether or not to include the time of mainteaatops, i.e. the time
the truck is not productive. As mentioned above, the costred ts not considered
here. Thereforg; + fi = fwear Can be given as

Ciscm"'ciscw Cam"'caw
fwear = Wdisc d d + Wpad pad pad +
6disc 6pad
C rem T C rew
Wigre— 5 wrew (4.7)
tyre

Numerical values for work cost and material cost used hezendmat the truck
owner has to pay at an Volvo workshop in Sweden. Table 4.4 ssargption of
the components used in Equation 4.7.

Table 4.3: Components in Equation 4.7.
Waise || Disc wear [mm]
Caisem || Material cost of disc [euro]
Caisew || WOrk cost to change disc [euro]
Odisc Available thickness of disc
Wpaa || Pad wear [mm]

Chaam || Material cost of pad [euro]
Chaaw || Work cost to change pad [euro]
Opad Available thickness of pad [mm]
Wigre || Tyre wear [mm]

Ciyrem || Material cost of tyre [euro]

Otyre Available tyre thread [mm]

In order to evaluate Equation 4.4, a model of the vehicle égled. The model
used is explained in Paper 2 and 4. The disc wear is not maogléllg in practice
the rule of thumb used at workshops is that every second tade pre changed,
discs are also changed. Thus, the model for pad wear dedéniaper 2 is used
for evaluating both pad and disc wear.
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As mentioned earlier, drivers prefer to utilize the ABs te fallest in order
to minimize FB wear cost. In Figures 4.12 and 4.13 the weatsdgs,,,) for
four different 60 tonnes carriage configurations are shdxa: with 6 axles, 6x2
with 8 axles, 6x4 with 7 axles, and finally 6x4 with 9 axles. &lthat configura-
tion NxM means a truck with a total of N wheels out of which M amnnected
to the drive shaft. The length of the descent was 3000 m andldipe was var-
ied between 2% and 10%. For each carriage combination apd,shm optimal
constant distribution can be found that maximizgs,.. This indicates that the
strategy used by drivers today is non-optimal when it corndsrake economy

and that the name "non-wear brakes” can be somewhat miagdde to the tyre
weatr.
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Figure 4.12: Wear cost vs. distribution between ABs and B2&.case where the

drive—axle

has twin mounted tyres and the pusher or tag adesimgle mounted

tyres. Vehicle speed is 15 m/s and the length of the sloped8 &
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total wear cost [Euro]
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Figure 4.13: Wear cost vs. distribution between ABs and FBgl case where
both drive—axles have twin mounted tyres. Vehicle spee8 im/s and the length

of the slope is 3000 m.
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Chapter 5

Models and methods

In this chapter, the models and methods used in the develdpoheetardation
strategies are explained (see also Papers 2, 3, and 4). Thednesed to acquire
information of vehicle states is explained as well (see Rizper 1).

5.1 Retardation controller design

The first, and often most difficult step, when designing a mler for a system is
to define the objective for the control, i.e. to define a cidtefunction. The crite-
rion function should be minimized or maximized using anmation algorithm.
For longitudinal retardation control, the criterion coblel mean speed maximiza-
tion or component wear cost minimization. Additionallynstraints such as disc
temperature have to be within limits for safety reasons.

Maximization of mean speed can be transformed into a minirtiona prob-
lem which constitutes a special class of so catiptimal control problems, see
for example Ljung and Glad (2000). The solution to minimumeiproblems is
often expressed in the form of a time-varying control signdb feedback con-
troller is obtained, making direct implementation veryfidiilt. However, optimal
control will reveal the fundamental properties of the dyimapmoblem; the result-
ing trajectories can be used in the verification and devetyof implementable
strategies, and one could thus say that the solution to ttimalpcontrol prob-
lem probes the limit for what is theoretically achievablemimplementation. In
Paper 4, the optimal control problem is defined and solvetusiate—of-the—art
optimization software.

As forimplementable (closed—loop) controllers, modetitve control (MPC)
is an appealing method that can be used on problems wher@&guronditions
have to be considered (like in downhill driving). The baslea with MPC is to
use a model of the process that calculates future systenutsuimr a set of dif-
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ferent future control signals. The best control signal entchosen according to
a certain criterion function (like maximum vehicle speed)common problem
in the implementation of MPC controllers is that the progediequires much
computational power since an optimization with constsaidve to be performed
at each sampling. MPC is often used in process control agfits, e.g. in the
petrochemical industries. In this thesis, two other apginea have been used in
the design of a controller. In the first approach (Paper 2xtrgroller is repre-
sented by #eedforward neural networkEFNN or simplyNN) and in the second
approach (Paper 3) linear quadratic contta@D({ with gain scheduling was used.
The different methods will now be explained.

5.1.1 Open-loop optimization

In many situations it is important to know what can be achdetheeoretically,
i.e. to determine the upper bound for the system performarae example is
the design of a controller for downhill driving were, clearknowledge of the
theoretical upper speed (subject to velocity constraattjator constraints etc.)
for a truck would be very useful. The theoretical limit caernhbe used both to
inspire and to verify the development of implementablesetb-loop, strategies.
In general, the optimal control problem is reduced to findirgpntrol signak:(¢)
that minimizes the criterion function

subject to the state equations
y = f [y(t)> u(t)] ) (52)

the boundary conditions

and the path constraints
cp < c(z) < cu, (5.4)

wheretr is the final time. Note that the conceptptiasess left out in the above
equations, see Paper 4. In general, it is very hard to find agytical solution

to this infinite-dimensional (continuous—time), problein.the theory for solv-

ing optimal control problems (see e.g. Betts (2001)), thatstyy is instead to
transform the problem into a finite-dimensional one and tqgsly numerical op-
timization methods to find the optimal solutiah(¢). In Betts (2001) the method
for transforming the problem into a finite set is referred soagranscription
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Figure 5.1: The multiple shooting method. State equatiessltin a set of defect
constraints. In this example the number of grid poits; = 4.

method (multiple shooting). Scalar variables are used to represent the values
of the continuous functions (See Equations 5.1, 5.2, andis.4 finite number

of time instantsy,,iq. A Nnumerical integration method is then used to propagate
the differential equations between consecutive time imstaas shown in Figure
5.1. The points corresponding to the time instanist#, ...) are callednodes

or grid points When the defect, that arise from the discretization of ti¥ES),
approach zero, the system state equations (i.e. the defestraints) are fulfilled.
Nonlinear programmingNLP) is usually applied to solve the finite optimization
problem that arises from the transcription method.

Frequently used integration methods are Euler, trapekamhHermite-Simp
son. These methods vary in ease of implementation, accaratgomputational
cost associated with the constraint evaluations. The Hadegrator is of order
one (low accuracy) and the Hermite—Simpson integrator isrdér four (high
accuracy). The choice of appropriate integrator is stypdgpendent on the prob-
lem at hand. In Paper 4, the trapezoidal integrator is usex $i combines good
accuracy with relatively low computational effort. Apphg the trapezoidal inte-
grator to Equation 5.2 results in constraints accordinggodiion 5.5, wheré\t
is the time step in the grid.

At . :
Yir1i = Ye — > (yk—i-l + Yk) =0. (5.5)
The resulting NLP is thus reduced to the minimization of thiedon function
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F(x), subject to the ODE (i.e. the defect constraints) and patistcaints
C. = 0,
c; > 0. (5.6)

Note thatz now represents both the system statesand the control signals;,
ie. (x = (y,u)).

There exists a wide range of different methods to solve speases of NLPs,
like quadratic programmindQP (quadratic criterion and linear constraints) and
linear programinglP (linear criterion and linear constraints). A very succabksf
method to solve the general NLPssquential quadratic programming (SQP).
Below, a simplified version of a SQP algorithm is describeeti8(2001).

1. Terminate optimization if convergence is reached, @eninate when there
are no constraint violations and when the solution vectesdwmt improve
anymore.

2. Use first-order Taylor expansion to calculate an apprakion to the con-
straints, i.e. calculate the Jacobian matri¥ \herem is the total number
of constraints.

¢ ¢y 9C1
ox o Tt Oz
ocy  0Ch ocs
ox1 Ox2 o Oxp
J = V$Ce,i = . . . . (57)
ICm,  9Cm Cm
ox1 Oxo T Oxn

In optimal control problems, the Jacobian matrix will bersga In general
the number of constraint evaluations equalsin., + 1, weren,,, repre-
sent the number of states and control signals. However sinly adjacent
points of the defect constraints will interact, the sparsftthe Jacobian can
be further exploited by, for example, grouping the terms bg goint, also
referred to as discretization separability, Betts (20@3jploitation of the
sparsity reduces the computational effort involved in glatng the Jaco-
bian matrix.

3. Evaluate the gradieny) and Hessian/) in order to calculate the second
order approximation of the criterion function:

oF oF  OF]'

=V F = |\,
g 01'1 8x2 8xn

(5.8)
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The Hessian is also sparse.

4. Solve the QP subproblem, which is derived using the resulsteps 2 and
3, to obtain the search directigpn= x; — z;_;.

5. Since the search direction is based on approximationgatbaalid only in
the close vicinity ofr;_1, a line search must be performed in order to find
a suitable step length, along the search directign The step lengthy, is
thus the result of an optimization procedure that gives tablé reduction
in the merit function (this is called a globalization stk Betts (2001),
l.e.x = Tx_1 + ap.

6. Return to step 1.

In Paper 4, the nonlinear program has been solved using therfud optimiza-
tion package TOMLAB provided by Tomlab optimization, Holingsn and Goran
(2003).

5.1.2 Controller design using genetic algorithms

A feedforward neural networkHFNN) is a nonlinear function mapping from a
set of input signalsY() to a set of output signalé/). The computational nodes,
called neurons, are connected to each other forming a nlestiarcture as shown
in Figure 5.2. Each neuron is represented by a summatioatgpemnd a nonlinear
activation function (o(s)) that limits the output from each neuron. In this thesis
the sigmoid function was chosen as activation functioa(s) = 1/(1 4+ e~*),
wheres is the sum of all input signals to the neuron and the outpufrém each
neuron is therefore given by = o(Xwyx; + whias©) as shown in figure 5.3.
This output signal is multiplied by a weighif and then transmitted as an input
signal to a neuron in the next layer, as illustrated in Figls& and 5.3w,;,s©

(© = +1) is a bias term which sets the output level of the neuron iratieence
of input. Typical input and output sets used in this thesesYar{speed, disc
temperature, road slope, coolant temperature, enginelspee U:{retardation
force request, force ratio between FBs and ABs, force ratiavben VEB and CR,
gear changg as illustrated in Figure 5.4. Since the activation funciimits the
output to [0,1], post— and preprocessing of signals medsiaréhe vehicle and
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First hidden layer (HL)
Output layer (OL)

Weights HL to OL
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Input set,Y’ Output setlJ

Figure 5.2: Neurons forming a net structure, neural network

signals controlling the actuators have to be performed ewisin Figure 5.4 (see
also Haykin (1994)).

In the design of the NN controller both the structure (i.e. tiumber of layers
and connections) and the weights have to be chosen in suchthatdhe criterion
function is minimized. In this thesis the NN is optimizedngsa genetic algorithm
(GA).

Genetic algorithms are stochastic search methods, ideabfoplex optimiza-
tion problems. GAs are strongly inspired by biology and é¢fi@re the terminology
regarding GA has its origin in biology, see e.g. Wahde (2005 starting point
for all GAs is to form a set of different candidate solutionghie problem. This
setis usually referred to as tpepulation and the candidates are caliedividu-
als. The properties for each individual are numerically code#d genesforming
strings known ashromosomes In Figure 5.5, a chromosome for an individual is
shown. In this example, real-number encoding is used se@#wt gene is a real
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Figure 5.3: A neuron.
Speed<[0,1] Speed
Disc temperature[0,1] Disc temperature
Road slope=[0,1] Road slope
Coolant temperature[0,1] Coolant temperature
Engine speed][0,1] Engine speed
NN |« Postprocessin J
> Preprocessing > Vehicle H
Retardation force reques{0,1] VEB torque request
Ration between FBs and ARH0,1] CR torque request
Ratio between VEB and CR[0,1] FB pressure request
Gear change[0,1] Gear change request

Figure 5.4: Closed-loop feedback.
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number in the range [0,1] representing one variable. Assgrar example that
the variables are in the range [-10,10], the decoding wiédhe corresponding
variablev as

v=—-10+2x10 x g, (5.10)

wereg is the value (allele) of the gene. The procedure is illusttan Figure 5.5.
In this thesis the structure of the neural network was chasa&mually and there-
fore each individual in the population represents the wsigha neural network
with a given structure.

By applying the different steps of a GA, the aim is to move th®l& popu-
lation to the point of optimality defined by the criterion fition (orfitness func-
tion). The different steps of the GA are based on three main apsraelection
mutation, andcrossover

Selection is a fundamental part of the GA. Individuals afdeced in pairs
from the population using fithess—proportional selectidimnese individuals are
then transformed into two new individuals, by performingssover and muta-
tions.

Crossover is an exchange of information between two indaisl A point
of crossover is randomly chosen along the two strings, ghigi@ach string into
two parts. Information is then exchanged by switching one phone string
with the corresponding part in the other string, as showngaie 5.6. Mutation
operates by drawing a random number for each gene along thenokome. If
this number is smaller than a predefined number iftiaéation probability ), the
corresponding gene is assigned a new random value in theegllcange. The
construction of new individuals proceeds until a new popoitehas been created
to replace the old one. The procedure of evaluating andingeaéw populations
continues until a satisfactory solution to the problem hesrbfound, see Figure
5.6.

It is important to understand that GAs are far from randomceaethods:
Mutation is random, as is the choice of crossover pointssélgction is not, since
it is carried out (although stochastically) in proportiorfitness.

The main reasons for using a NN representation of drivirgegjies is that a
feedback controller is obtained for a process with hard aftchenlinearities. Us-
ing GAs to optimize the NN is a natural approach in this casadifional gradient
descent methods such as e.g. back—propagation, see HagRuh) ( cannot easily
be applied here, since there exists no training set congisfiinput—output pairs.
An additional advantage is that both the NN and the GA are &aisgplement in
software.

From the user’s point—of—view an additional advantage #igse methods is
that one can affect the final result, by tuning comprehernsavameters rather than
directly tuning the weights of the NN. For example, if the Nérjorms badly on
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Figure 5.5: Chromosome representing one individual. I8 #xiample real—
number encoding is used.
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opufation proportional to fitness
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Figure 5.6: The formation of two new individuals in the GA.
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one type of road profile, this road profile can easily be addeté training road,
indirectly influencing the final NN to manage also this obkgac

An objection to the use of this kind of approach is that it caifficult to ver-
ify closed—loop robustness. There exists no standard rdetieoverify robustness
for systems were the feedback gain is an NN. In this work thestness analysis
of the NN controller is made by simulations, i.e. the obtdiN is tested on a set
of different road profiles (measured road profiles) desigoetbver all possible
situations that are likely to occur in reality. The robustes then quantified ac-
cording to Equation 12 in Paper 2. Another problem is thatay e difficult, due
to the relatively high computational effort involved whesing GA, to perform
trade—off studies. If, for example, multi—objective crita (fithess) functions are
used, obtaining Pareto curves may require very much cortipogh effort due
the large number of optimizations involved. Instead, usipgn—loop optimiza-
tion showed to be a powerful method to study the trade—offieeh component
wear cost and transport efficiency.

5.1.3 Closed-loop control using gain scheduling

As pointed out in Paper 2, real vehicle implementation of BER&N controller
is not straightforwardd since, for example, tuning in véhimay be rather time
consuming. Therefore another method for controller sysitheas required. In
the literature several nonlinear controller synthesishogs$ can be found: model
predictive control, generalized predictive control, feadk linearization etc, see
for example Ljung and Glad (2000) and Schmidtbauer (199%other method,
which has proved to work in a variety of practical applicapis gain scheduling.
The basic idea with gain scheduling is to find a set of lineacess models that
together describe the nonlinear dynamics of the processe @e set of linear
models is obtained, controller synthesis can be made witlitabde linear design
method. Gain scheduling can be seen as a divide-and-coagpevach for the
design of nonlinear control systems. The general algorithm

1. Linearize (using a first-order Taylor expansion) the m@dr process about
a number of equilibrium points.

2. Design a linear controller for each of the process lirzsdions.

3. Combine the linear controllers to obtain a nonlinear cul&r.
The procedure can be described mathematically as

t = F(z,u). (5.11)
= G(z,u). (5.12)
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0t = V. F(xg,up)dx + V, F(xg, up)du. (5.13)
dy = V.G(xg,up)ox + V.G (x0, up)du. (5.14)
ou = u—ug, Oy =y — Yo, 0 = — g, 0T = . (5.15)

Here, linearization of the nonlinear systeémG in Equations 5.11 and 5.12 about
an equilibrium point, yields the linear system in Equatibris3 and 5.14, with sys-
tem state vectofz and output vectody. This linear approximation is valid only
in the close vicinity of the equilibrium point. Thereforénéarization has to be
performed at several equilibrium points in order to cover tomplete operating
range of the process. The choice of suitable linearizat@ntp is not trivial. In
order to describe the nonlinear process well, a large nuofbieearization points
is required. On the other hand, the use of a large number edulipation points
results in a large number of different controllers, and ¢fmme a trade—off be-
tween model accuracy and real time target performance neusidle. One of the
more challenging aspects of gain scheduling is the choiselugduling variables
(9), i.e. the quantity that is used for the selection of theeaxrcontroller in each
situation. Generally, from a closed-loop stability pooftview, the schedul-
ing variable should vary slowly in order not to introduce tafde modes into the
nonlinear controller. Usually the appropriate scheduliagables are found after
some testing. It should be mentioned that gain scheduliggnerally considered
as an ad-hoc approach to obtain a nonlinear controller.

In Paper 3, two different scheduling strategies are usedjeti into case 1
and case 2. In case 1, the road slopgi$ used as scheduling variable. The road
slope is a natural scheduling variable candidate. Firltly,road slope is rather
slowly varying (even though the dynamics of the FB tempeegaisisometimes in
the same range). Secondly, the whole downbhill driving psede forced by the
road slope which causes the gravity force to accelerateghiele. One drawback
with this approach was, however, that the transient perdoca of the controller
was not good. Tuning of the parameters of the control desigghod (altering the
grid of linearization points etc.) did not improve the stiona. The problems arise
from the fact that the system was not, during transient mawres, in the vicinity
of any equilibrium point.

In Figure 5.7 a set of equilibrium points is shown as functiérB force
(control signal) and vehicle velocity (state). For examfide one velocity several
equilibrium (or stationary) points can be found, uniquedparated by different
combinations of FB force, FB temperature and road slopeceSine aim of the
TM controller in Paper 3 is to control the FB temperature taedpfined level,
Ti.et, the scheduling points in case 1 were defined along the toajeaf constant
FB temperature. This trajectory is marked with the dashed in Figure 5.7
(Tt =500°C in this example). Each point along this trajectory is defibg the
scheduling variablé = «. One problem is, however, that the process is far away
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Figure 5.7: Stationary operation points.

from the equilibrium points, especially during transierisr example, if the road
slope increases from 0.04 ragh) to 0.06 rad £,), the linear representation of
the system, which the controllers are based on, changesdountibrium point
p1 to po. However, before reaching equilibrium at the new level opsl ;), the
system states will travel far outsige, with high FB forces (close to 35,000 N)

and a temperature transient reaching 600 depends of course on the tuning of

the controller). It should also be noted that the actualaigtaf the truck has to

be reduced fromp; to p,. However, as soon as the slope is changed, the system is

assumed to be in the close vicinity @f, which it obviously is not.
To improve the transient performance, another schedutiadegy,velocity-

based linearization(Leith and Leithead (1998)), was used in case 2 in Paper 3. A

general, first—order approximation of the nonlinear systemquations 5.11 and
5.12is given by (note that . (a) = V. (2),=4)

T = {F(zp,un) — VoF(xn,up)xn — Vo F (2, uy)u, b +
Vo F (T, up)x + Vo F (2, uy)u. (5.16)

w. (5.17)
Vo F(n, up)w + Vo, F (2, Uy ). (5.18)

The state and the input are the same at every operating poifithis system
represents an approximation of the original nonlinearesysat each operating
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point (not only at equilibrium). However, Equation 5.16 istra linear system
representation due to the inhomogeneous terms caused bff-#guilibrium ap-
proximation. To overcome this problem, velocity-basee@éinzation is used. By
taking the time derivative of Equation 5.16, Equation 5.0i8es and the number
of states is now twice the number of states in the originalesys It should also
be noted that the control signal nowiis

The system in Equation 5.18 is, in fact, a linear represemtaif the origi-
nal nonlinear system that is valid at every operating poirthe system, i.e. not
only in the close vicinity of an equilibrium operating painthe velocity-based
scheduling was used in case 2 and the scheduling variableschvesen to be the
road slope and velocity. It should also be noted that gaiedalng based on
velocity-based linearization does not inherit the stroogdition on slowly vary-
ing scheduling variables. In both case 1 and case 2 in Pagez 8¢election of the
controller was based on the scheduling variables and lineznpolation.

For both the VM and TM, the controller design was performeithgiéinear
guadratic LQ) control. LQ control is a model-based, linear, design me:tthat
results in a state feedback gdin This state feedback gain is obtained by solving,
at each scheduling point, the algebraic Riccati equatienEquation 5.20 with
S = 0, which minimizes the criterion functiod in Equation 5.21. In fact, to
allow calculation of state feedback gains in advance, wlagreferable in real-
time targets, the stationary Riccati equation was solved,the resulting state
feedback gain[., was an approximation to the optimal gain.

S = SA+ATS — SBR;'BTS + R;. (5.19)
L = R;'B”S. (5.20)
J = E{s"Rix +u" Ryu}. (5.21)

5.2 Retardation system model

A model used for control purposes should be simple yet abdiescribe the main
characteristics of the real process in the frequency rahiggéevest. The force dy-
namics for the FBs and ABs are relatively fast, with time ¢ants of around 0.5 s
whereas the FB temperature and coolant temperature dysamgcsignificantly
slower with time constants of around 100-500 s and 20-5Gpentively.

The models used for temperature dynamics of FBs and coalatiharoughly
explained in Paper 2. They are built using a combination gpal modelling
and experiments. The main nonlinearities in the FB tempesadynamics are
introduced by the radiation and convection, and yield twarabteristic parts, one
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Figure 5.8: Tyre wear as function of tyre torque. Brakingi¢kHine) and driving
(thin line).

fast and one slow, when subjected to a step in the clamp fancefor the coolant
temperature it is introduced in the heat transfer from wiateir where the-NTU
method is used (the air flow through the radiator is also meali in the vehicle
speed and fan speed), see Andersson (1999) and Paper 2.

Several approaches for modelling the tyre wear can be fogid &sai (1973)
and Saleh (1979). A usual approach is to describe the tyre agea function of
wheel slip and tyre temperature. In this thesis a tyre weatahdescribing the
wear caused by longitudinal forces is used. The model usedviies developed
by Continental in Germany. It is based on experiments, aadytte wear is for-
mulated as a function of the torque applied on the tyre, dubioth driving and
braking. In Figure 5.8 the tyre wear rate is shown as a funaiotyre torque.
It can be seen that the tyre wear rate is nonlinear in the eghpdirque and that
braking causes more wear than driving, as discussed in Raper
To summarize, the model used here consists of:

* Foundation brake force dynamics
* Auxiliary brake force dynamics
» Foundation brake temperature dynamics

* Foundation brake wear
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* Tyre wear
« Cooler system dynamics

* Vehicle mass

5.3 State estimation

Today, in a real production vehicle, mass and road slopeatdyemeasured di-
rectly and therefore an estimation of these states must Berped. For this
problem a model-based state estimation technique, cabdmah filtering, was
applied, see Schmidtbauer (1999), Anderson and More (1%/) Ljung and
Glad (2000).

A Kalman filter is an estimation method for linear systemgates-space form.
If the system is nonlinear, linearization around the estadatate vector must be
performed, often referred to axtended Kalman filtering (EKF). A Kalman
filter is a state observer that considers the statisticahdehr of process and
measurement disturbance

(t) = A(t)x(t) + B(t)u(t) + v(t). (5.22)
y(t) = C(t)x(t) + w(t). (5.23)

In Equations 5.22 and 5.23, process and measurement eggiategiven includ-
ing process disturbance(f)) and measurement disturbaneg()). The process
states, control signal, and measurement are represented®yu(t), andy(t),
respectively. Assuming time invariant dynamics and fognihe observer as a
simulation of the above system, the equation for the eséithatate vectof:(t)
becomes

I(t) = Ai(t) + Bul(t). (5.24)

The estimation quality can be quantified via the innovatiothe measurement,
y(t) — Cz(t), which is therefore used as a feedback to the simulationuatéan
5.24:

(t) = Az(t)+ Bu(t) + K(y(t) — Ci(t)). (5.25)

The choice of the gain matrik, is a trade—off between how fast the estimation
errorz(t) — z(t) should approach zero and how much the measurepiéentan

be trusted, i.e. large values éf give eigenvalues off — K C' that represent fast
dynamics, but in that case errors in the measurement syraffgtt the estimation.
For small K, on the other hand, measurement errors haverilgsnce whereas
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the estimator becomes slow in tracking forced dynamic m®eariations. If the
process and measurement disturbances can be modelleghastto framework
can be formulated to handle this trade—off. The gain makriis calculated to
minimize the estimation error variancB{ (z(t) — z(¢))(x(t) — 2(t))T}, yielding
a Riccati equation for the solution &f, see Schmidtbauer (1999).

A crucial part with this approach is the formulation of stastic models of
different force mechanisms entering the vehicle. Distades originating from
road elevation profile, wind speed, road and tyre conditilisgrepancy between
engine and brake maps and resulting true traction forcesanement errors etc.
all have to be modelled.
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Chapter 6

Experimental tests

In order to validate further the simulation results for theda switching cruise
controller (MSCC) presented in Paper 3, the controller waslemented into a
real truck. The vehicle used for the experiments was a Vold E with two axles
and a total weight of 18 tonnes. The MSCC was implementedjwsiapid con-
trol prototyping (RCP) equipment, i.e. an additional control unit was mounted
on the truck. Both the brake pressure and VEB torque were @rded via the
1939 CAN bus. Even though the truck was equipped with an aatteehmanual
transmission, which enables automatic control of geartipwosithis possibility
was not used in these first tests. Instead, the driver hatigdeglear shifting man-
ually, by receiving a gear shift indication based on the algm presented in
Paper 3. Furthermore, the truck was equipped with two aryikensors:

1. Frame-mounted accelerometer measuring the specifie forihe longitu-
dinal direction of the truck.

2. Two temperature sensors (thermocouples of type-K) nesbiaoh the disc
according to Figure 6.1.

In Figure 6.1 the positions of the two temperature senstrsand 7, are
shown. T} measures a temperature 3 mm from the disc surface at radLid0of
mm. T, represents a temperature 15 mm from the disc surface atwusratiB2
mm, i.e. 3 mm from the spline that mounts the disc to the axle.

Since not all required signals can be directly measuree fidad slope and
disc temperature) an observer was designed using the methéaman filter-
ing. The framework of Kalman filtering provides a recursigtimation method
for linear systems on state-space form. Since the filtermgquure is recur-
sive, the need for scheduling of filter gains is reduced cogathéo the control
case. In cases where nonlinearities appear the gain cédcuia based on a
model that is linearized around the estimated system tajec As concluded
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Figure 6.1: Measurement poings and P, that correspond to foundation brake
temperatureg; andTs.

in earlier chapters, linearization in non—stationary ¢toxs (transients) results
in a linearization constank'(zq,uy) # 0. In the controller design the influ-
ence of F'(xg,up) # 0 was canceled by usingelocity—based linearization
The influence of the linearization constant is automatychéindled when using
an EKF (extended Kalman filter). This can be seen by the feait diny lin-
earization constant is canceled in the expression for ttima&ison error covari-
ance E{(z(t) — 2(t))(xz(t) — 2(¢))*}), and that the time updat&(t|t — 1) =
f(z(t — 1]t — 1),u(t — 1)) is based on the nonlinear system rather than on the
linearized system description which includg$z, uy) # 0; see for example
Chapter 5 of this thesis, as well as Schmidtbauer (19995d-and Glad (2000),
and Anderson and More (1974) for further description.

From an observer point—of-view, the dynamics of the systembe divided
into two parts, one for the temperature dynamits (%, 71, 7») and one for the
motion (v, v, a, A).

Motion estimatorME

The motion estimatoMME) is based on measurements of specific foicand ve-
hicle speedy. The model consists of a stochastic road slope process acadisp
force disturbance equation according to

v = gsina—a— T3,
O = —WeQ + Ty,
T3 = —x3wq+ s,
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.jS'4 = Uy. (61)

Further details are given in Paper 1. The rates of changeadealated using a
simple Euler approximation.

Temperature estimatofE

For the MSCC, the temperature close to the disc surfage which is used as
reference, is important. Estimation algorithms that fiorcvithout temperature
measurements exist and are sufficient for driver warningesys. A problem with
algorithms that do not utilize a measurement of temperasguhat they usually are
very conservative and hence produce an overestimatioredethperature. This
IS so, since it is generally not possible to trace the infleavfche disc tempera-
ture on the generated brake force, i.e. the system is noenaide when using
measurements of only pressure and vehicle speed.

However, in the future, it is very likely that FB temperatwigl be measured.
This temperature can be measured in several differentiposi{disc, pad, and
hub) using different types of sensors (thermocouples anseli®ors). Disc sur-
face temperature can be measured using both contact (tbeuples) and non—
contact (IR) sensors. The temperature inside pads, disthah can also be
measured using thermocouples. Measuring the temperatideithe pad, which
is a non—rotating part, is rather easily done. Howevergsthe pad transfers heat
very poorly, other techniques to predict fading are moréable. Measuring the
temperature inside the disc, using wireless transfer @ ffatn the rotating disc
is a rather usual setup for test vehicles. Production vesicave not utilized this
technique due to high cost and robustness problems withetfzetchnsfer. Today,
however, there is some development in this area making dlestie approach for
the future.

The main benefit of measuring the temperature inside the dsnpared to
e.g. surface measurements, is that the in-disc sensortées pettected from the
environment, resulting in a reduced maintenance need.However, not suitable
to measure the disc temperature close to the disc surfaceifetieat would be
desirable in order to estimate fading. Firstly, the disdase wears down when
braking and therefore the sensor may be damaged. Anothiglepmat that is not
desirable to change the sensor when the disc is worn and teddsreplaced.
It is therefore likely that the temperature measuremeritbeilperformed close to
the interface where the disc mounts to the axle. Therefergccording to Figure
6.1 is considered as a realistic instrumentation.

The equations for the temperature dynamics are given by

Ty = gw—cr(Ty = To) — o2 (0)(Th = Ta) — c3(T} = T,
Ty = c(Ty = To) = c5(v)(T — Tamp) — c6(T5 — Ti)s (6.2)
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wereg;, is the FB brake power; andc, are heat conduction constantsv) and
cs(v) are vehicle speed dependent convection variables;gamttcg are radiation
constants.

By using these equations, with the FB powgr= Frpqv as a control signal,
T, as a measurement signal ands an external signal (from the motion estima-
tor), an EKF was designed. In the Volvo truck there is no mesasent of brake
force or brake torque. Instead one has to rely on measursmetde by a pres-
sure sensor in the brake valve combined with the assumjtairttie brake force
is proportional to the brake pressure, i.e.

FFB = C(BG(PFB - PL)v (63)

where Py is the measured pressure in the brake vaReis the brake applica-
tion pressure threshold (friction losses etc.), i, is the brake gain or brake
factor. The pressure los$%() is constant (short time-scale dynamics) but may
increase during the lifetime of the truck (long time-scal®)e brake gain((gc),
however, varies significantly with brake temperature, imagibn pressure, wheel
speed (short time-scale) and also with the brake usage aimdmmental effects
like rust and dirt on the disc (long time-scale). Brake gainations in the range
of £20% are not unusual and have to be robustly handled, see Gsaiand
Rundqvist (2005) for further information. Therefore, irder not to underesti-
mate the brake temperatui€gg is chosen relatively high ang, is chosen rel-
atively low. This should not be confused with the level of servativeness that
is necessary if no measurement of temperature is availdldleen compared to
the open—loop estimation, the measuremenrbokill reduce the estimation error
even ifCgg and P, are chosen in a conservative way. The level of improvement
will simply depend on the tuning of the Kalman filter, i.e. tin@de—off between
the quality of the measurement and the model accuracy.

The motion filter and temperature filter were first tuned amstiekin simula-
tions and then implemented into a real-time target. In @u2 and 6.3 experi-
mental results for the temperature estimator and the mestimator are shown.
Estimation of the disc temperature is rather good with a maxn error (differ-
ence between measurement and estimatiof; pfof approximately 8% in the
cooling phase (after 250s). The error that occurs in theingghase (after 260
s) can be explained by process disturbances, such as wigaddawater on the
road which are slowly transferred to the measurement ppintsee Figure 6.1)
in the disc. The numerical values used s, and I, were 3800 Nm/bar/axle
and 0.3 bar, respectivelly. Estimation of the road slopdsis eoncluded to work
good, see also Lingman and Schmidtbauer (2001). After 5 sttial transient
in the slope estimation is stabilized and the truck enters¥a &phill slope for
approximately 1200 m.
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Figure 6.3: Test run for the motion estimator. Estimatedirslape and specific
force measurement are shown and dashed lines represemhtestivalues.
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Figure 6.4 presents an overview of the TM (temperature moldsed-loop
controller and Figure 6.5 presents a detailed view of thérotlar and vehicle in-
terfaces. Actuator requests (retardation, engine torgue VEB torque) are sent
via the CAN bus and the brake system ECU (EBS) and engine E@Ulémthe
actuator control. The auxiliary sensors are connectededr@P equipment via
analog wires. The complete controller was first tuned in atnens followed by
real tests. All tests were performed at a downhill slope Igxick) of approxi-
mately 5% and 1200 m located in Goteborg, Sweden. Test rens performed
with different driver-selected set speeds and with diffiereitial FB temperature.
In Figure 6.6 the driver set speed was 21.5 m/s. When the leebiters the
downhill slope (at 40 s) the velocity mode (VM) is active ahé estimated FB
temperatureq;) is 300°C . Due to the slope, the vehicle accelerates and the VEB
is engaged.

Since the VEB is insufficient to obtain the set speed, the [eBatgo engaged.
The pulsating behaviour of the FBs is due to the fatigue ptmte, see Chapter
4, where the switch-on value was chosen to 0.82 bar and thelswoff value was
chosen to 0.62 bar, in order to avoid small pressure requattdong durations.
During the downhill slope, the vehicle speed varies betwZem/s and 21 m/s,
and the FB are applied for 2-3 s every 5-8 s. Since the whofeesk passed
without exceeding the FB temperature limit, TM is never eyeghin this example,
i.e. it was possible to obtain the driver-selected set spkregohg the complete
downhill slope. In Figure 6.8 the same downhill as in Figu@ié shown, except
that now also a manual run is shown. The driver was asked e downhill in
a regular way. Approximately 25 s before entering the doWsldpe the driver
releases the accelerator pedal and uses the VEB to redugehinée speed to a
suitable level. Since the AB force is not enough, FBs areiagph a pulsating
way, much resembling what was archived by the MSCC in Figérgésnd 6.7.

In Figure 6.7 the driver has selected a slightly higher seedf 22.2 m/s. In
addition, the initial FB temperature is higher (34D ), causing the TM to be ac-
tivated at 45 s. Therefore, the vehicle speed is reducedaimaipnately 18.7 m/s
(lowest value), creating an overshoot of approximatelyG@n FB temperature.

When the slope starts to decrease, the VM is engaged and hindeviss ac-
celerated to the driver-selected set speed of 22.2 m/s. &lstethat in both
these examples the maximal VEB torque was restricted to 18#teomaximal
torque. This was done in order to compensate for the relgtives vehicle load
(no trailer) and the relatively low road grade (5%).
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Figure 6.4: Overview of MSCC controller.
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Figure 6.7: Downhill driving in Kalleback. The driver hasgaged the MSCC
with a set speed of 22.2 m/s. Due to the relatively high FB temafore, the
temperature mode is engaged at 45 s, resulting in a redustigahicle speed.
The minimum speed is 18.7 m/s. This automatically reducesehicle speed to a
proper speed based on the current load condition, road,dodd-B temperature.
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Chapter 7

Concluding remarks

The field of longitudinal low—power retardation control iga&her unexplored
area. Previously, research within longitudinal retamatias mainly focused on
the performance of individual actuators. For example, @dndurability and per-
formance studies of foundation brakes, hydraulic reta;dend engine retarders,
are often found in research papers. Research on the integadtretardation ac-
tuators can be found in work published within intelligengtmivay systems, like
the PATH project in California. In, for example, Moklegaamd Stefanopoulou
(2000) the blending of brake actuators is performed as inetoporary vehicles
that are sold to customers. Furthermore, in the same papgrlso concluded
that, since the natural brake capacity (e.g rolling andesrstance) of vehicles
is decreasing, the brake system performance has to be secreaing intelligent
control strategies.

Intelligent driver—assistance systems like adaptiveserwontrollers ACC)
have been on the truck market for approximately 2-3 yearthdtirst versions of
ACC, only engine and AB control were used to correct the spdede vehicle.
During 2004 and 2005, ACC systems that also utilize FB, haenbntroduced
on the market. The main application for ACC systems is, ofseunot downhill
driving but rather highway cruising. Even so, the ACC (amdparticular, the
FB handling) has to perform well if the driver prefers to useé@on downbhill
slopes. In fact, the issue of over-utilization of FBs is oftmalar interest for
trucks that have, compared to passenger cars, a weak ABriparige per mass
unit, i.e. FB are applied more frequently for heavy truck$iew compared to
passenger cars. Especially the work in Paper 3 can be apptfiectly to ACC
control, as follows: (1) Use ACC as long as fading and fatigtesno threats, (2)
When fading and fatigue become threatening, change refertencontrol the FB
temperature instead of speed and following distance, agltly maximize the
brake system performance, (3) When fading and fatigue atenger problems,
apply the original, driver—selected, set speed (or digtaiichere is a vehicle in
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front).

Other approaches to control the vehicle speed can be founshatoregon.gov
and www.crfproject-eu.org. One common factor with these&pproaches is that
large parts of the intelligence is built into the infrastiwre instead of into the vehi-
cle. At www.crfproject-eu.org a European project calfafe tunneis presented
which aims at improving the safety of tunnels and more spadifi, avoid fire
due to overheated components, e.g. FBs (see Artus et aB)2@ne benefit of
implementing intelligence into the infrastructure is thlhost all vehicles can be
monitored, i.e. there is no need for the truck owner to pwsehand install ad-
ditional equipment (hardware or software). On the otherdhagstems that are
mainly integrated into the infrastructure, are expensiastall and maintain, and
can therefore only be applied to downhill slopes that arg gemanding. Further-
more the accuracy of, for example, equipment that weighs¢hécle in motion
is rather low. The weighing system described at www.oregmnhas an accuracy
of +25% for 80% of the trucks, and worse for the remainder. Thereforenany
situations implementations into on board systems, likegameed in this thesis, are
preferred.

The approach of using neural networks (NN) and genetic algos (GA)
to derive retardation strategies is a reliable method ltiagun sensible driving
strategies that, even if they may be suboptimal, are sigmifig better than what
a normal driver manually can achieve. The key to obtain gobdtions (i.e. NN)
using GA lie in the definition of sensible criterion functgriraining data, input
signals, and output signals. Furthermore, knowledge ats@sonable solutions
is necessary to determine the quality of the GA solution,d.&arge amount of
engineering is needed.

The final NN obtained performs very robustly on differentd @aofiles. How-
ever, it is not robust when exposed to road profiles that haxelew resemblance
with the training road used. It is therefore very importamtthe generalization of
the NN to design the training road in such way that all reiglisiad profiles are
considered. This is by no means an impossible task sinceoadlprofiles are
well known and can therefore be taken into considerationc@enaking the NN
robust for realistic driving conditions. Another, very &ating feature, is that the
method of combining NN with GA to generate driving stratesg@oes not enforce
any fundamental requirements on the model, i.e. the statesantrol signals may
be continuous or discontinuous. This enables a very quidkaiable generation
of driving strategies. Discontinuities in particular, aed severe problems in Pa-
per 4 where a gradient—based optimization method was usereagwhen using
the GA-based method, no particular problems arose due ¢ordigiuities.

As mentioned earlier, one problem with NN is that they do mogéneral
allow interpretation of internal properties, i.e. the sparency of the control al-
gorithm is rather low. However, there are several optionshtmose from in order
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to improve this situation. One approach, which would be anahiextension of
combining NN and GA, would be to use EA in combination with @&é&istate ma-
chine £SM). An FSM parameterisation of the controller would cleartyprove
the transparency of the algorithm. However, yet anothercgmh was taken in Pa-
per 3. An FSM consisting of only two states and three inputagwas designed
to integrate the constant speed speed controller and agyeogtimal controller.
In the downhill cruising situations, energy optimality iigs highest possible en-
ergy dissipation in order to utilize the brake system as nashossible. In each
of the two states, the actuator commands were realized gsingscheduling and
linear quadratic control. The approach taken in Paper 3sgia®d possibilities
(high algorithm transparency) to examine the robustneiseadystem. Due to the
fact that measurement disturbances and process dist@bane relatively well
known, simulations were the main tool used to examine rol@sst In fact, the
framework to verify robustness of gain scheduled contrslie not very well es-
tablished in theory and gain scheduling is still consideagé relatively ad—hoc
controller design method. Furthermore, as discussed ierRphe introduction
of actuator saturation and discrete states, make andlggsassment of the com-
plete controller robustness very difficult to achieve.

Model-based state estimation including disturbance niaglélas previously
not been applied to acquire information of vehicle mass adl slope. In this
thesis it is shown that Kalman filtering can be applied fousitand accurate esti-
mation of mass and slope, see Paper 1. Compared to Kalmaim§jleedrawback
with other methods found in the literature is that they mase of a gear shifting
phase in which the propulsion force is zero. Such methodsnemeasurements
to be made under very difficult circumstances. In additiba,dassumption of zero
propulsion force during gear shifting is violated in case Wehicle is equipped
with a gearbox using two parallel force transmissions. Ayvaopular type of
gearbox is the so calleautomated manual transmission(AMT ). In the AMT,
the gear shifting is performed by an electro—pneumatichHawgical system. A
very desirable feature is to reduce the time of zero propnlfirce, i.e. to reduce
the time duration of the gear shift. This is achieved throtighuse of sophisti-
cated control, continuously improving the comfort and i@dg the duration of
the gear shift. This further lowers the possibility to ohtaigood estimate of the
vehicle mass during the even shorter time of zero propulsion

The development of control strategies for integrating tifferent brake actuators
of heavy duty vehicles will continue. In this thesis, theeamltjve was to investi-
gate the potentials of improving the performance usingtiegsomponents only,
and the results indicates that much can be done. Hybridlo@gewill come in
the future also for heavy duty applications, automaticaityoducing more brake
actuators, making system integration even more imporfdns development will
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probably start with vehicles that are used for distribupomposes, i.e. not heavy
long distance vehicles that are the main target of this shdsithe field of low—
power retardation for long distance vehicles there are itiquéar two areas that
deserve special attention for the future. One is the usageapfand positioning
systems in order to obtain preview information and anoth@nproving the truck
and trailer communication in order to safely utilize all tnailable brakes of the
complete vehicle combination.
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Summary of the Papers

8.1 Paperl

In Papers 2 and 3 (see below) vehicle mass and current ropd slere used
as input signals to the controller. Since neither mass reml gbope are directly
measurable an estimation must be made. All of the currerttodstused for real
time estimation of mass and slope have one common drawblaek:all depend
on the gear shifting phase where the propulsion force is Zés is problematic
since, first of all, the propulsion force is non-zero wherftslg if the vehicle is
equipped with a gearbox that uses two parallel force tragsions. Second, these
methods require measurements to be made under very difficaitmstances.
Oscillations induced by the gearshift arise both from theilfle driveline and
from the play between truck and trailer.

Therefore a more continuous state—space estimation wiasmped in Paper 1.
Kalman filtering was used as a powerful method to obtain ateurstimation of
vehicle mass and road slope. First, the problem of estigdtie slope when
the vehicle mass is known was studied using two differens@econfigurations:
One where speed is measured and one where both speed arfit $pese are
measured. A filter design principle was derived guarantgtiia estimation error
under a worst case situation (assuming first order distadbdgnamics). The si-
multaneous estimation problem required an Extended Kafriger (EKF) design
when measuring speed only, whereas the additional speaifie Lase yielded a
simple filter structure with a time-varying measurementagigun. Additionally
the filter needs the current propulsion force which, in theeceonsidered in Pa-
per 1, was calculated from the engine speed and the amourglohfected. When
the vehicle uses the foundation brakes, the estimatesaerfisince varying fric-
tion properties would make the braking force unknown. Bahser configura-
tions were concluded to be robust and accurate by simulamonexperimental
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Chapter 8. Summary of the Papers

field trials.

8.2 Paper?2

Using the powerful techniques of neural networks (NNs) amdetgic algorithms
(GAs), a brake system controller was designed. First, thblpm of blending
auxiliary brakes, foundation brakes, and gear for high msgseed in downhill
cruising situations was investigated. An optimizationigeon with constraints,
such as vehicle speed and disc temperature, was formulatedaved, result-
ing in a well performing controller even compared to expaee drivers. It was
shown that the mean speed can be improved by controlling Hodenwbrake sys-
tem. Second, the issue of distributing a required force betwauxiliary and
foundation brakes in order to minimize the wear cost of pa&&t;, dand tyres was
investigated. The neural network controllers obtainechftbe optimization pro-
cedure significantly outperform the traditional stratedyising non-wear auxil-
iary brakes in order to minimize pad and disc wear cost. Oaw/ldack with the
GA-based method is that convergence to optimality is notestsand that the
optimization requires rather high computational power uke large number of
criterion function evaluations. However, the first probleam, to some extent, be
compensated by the fact that comparison can, in our apiglicdte made against
skilled drivers, i.e. the relative improvement achievedhsy optimization can be
measured. The second problem cannot, however, be easilgoove and must
be considered inherent to the optimization method. Pdatityuthe high compu-
tational load causes problems if, for example, parametelies are to be carried
out. Therefore, the generation of optimal trajectories taageted in Paper 4 (see
below). From the implementation point—of—view, the ratlogy controller trans-
parency (i.e. limited possibility to investigate, in détthe complete input—output
mapping of the controller) must be considered as a problemntla@ approach
taken in Paper 3 offers an improved transparency. It shdwadiever, be noted
that there is a large variety of applications where NN hawenhesed in practical
control situations.

8.3 Paper3

Paper 3 uses a divide-and-conquer technique in the desitpe cbntroller. First,
the control problem was divided into two different modes pétion:

1. Velocity mode controller\(M). The purpose of the VM controller was to
work as the interface for driver speed demand. It was bagiaadtandard
constant speed cruise controller, except for the fact ti@itM controller
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also commands foundation brakes if required. In standandecontrollers
the foundation brakes are never used due to the risk of hdatgfai.e. a
total loss of friction between brake pads and disc.

2. Temperature mode controll&yl ). When the VM controller has made con-
siderable use of the FBs, due to a relatively high driver dpsenand, heat
fading might become a threat. In practice this means thaspleed of the
vehicle should be reduced to allow down gear shifting andhay, tpro-
duce more auxiliary brake torque. When this situation ariges clear that
the brake system of the truck is saturated and cannot maititaidriver—
selected set speed. The best alternative in this situaitmmaximize the
brake system performance. This was achieved by switchiagéh speed
reference to a foundation brake temperature reference. mbans that the
energy dissipation of the foundation brake was maximizeti@atempera-
ture reference. Combining this with the fact that auxiliargkes are also
utilized to the fullest, an energy optimal strategy engyitimat the vehicle
speed is as close as possible to the driver-selected set spsebtained.

Simplifying, it can be said that switching from VM to TM is k& on the
foundation brake temperature, i.e. such that a switch to dhég place when the
foundation brake temperature is at the predefined temperegterence. And the
decision to switching back to VM is based on the trucks stetip downhill cruis-
ing performance i.e. the speed that corresponds to a shayigoint of operation
that does not violate the boundary conditions of enginedgpesdocity, and brake
temperature.

Second, the controllers for each mode are designed basednilies of linear
process models, i.e. gain scheduling. Under the assumibtadracontinuously
variable transmission (CVT) is used to control the engine speed to the highest
possible value (in order to maximize auxiliary brake parfance), a continuous,
nonlinear (and unstable) process model was obtained foFMheTwo different
scheduling strategies were performed on this nonlinearatashe conventional
and one using velocity-based linearization. Robustnesswedfied via simula-
tions by applying realistic measurement and process thatwes. It was also
shown that it is possible to include a discrete gear box wathdgresults, even if
the controller design happens to be based on a CVT assumption

8.4 Paper4
The aim of Paper 4 was to investigate the theoretical linmittie downhill driving

performance of a brake system. Optimal control was usedltulese optimal
trajectories for high mean speed driving, low maintenarst driving, and high
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Chapter 8. Summary of the Papers

mean speed and low maintenance cost driving. The resulestham been used in
the development and verification of the proposed mode simgotontroller pre-

sented in Paper 3. For the transformation of the originatit&idimensional prob-
lem into a finite optimization problem, the transcriptionthad in Betts (2001)

was adopted. For the solution of the finite optimization peabthe powerful,

Matlab compatible, optimization package TOMLAB was usexk ®r example
Holmstrom and Goran (2003).

Special attention was given to problem function scaling sintplification of
the process model. Soundly based scaling and model sinapilific allow for rel-
atively low computational effort, which is a very desiralfiéature for parameter
studies that usually require several optimizations to lréopmed. Implementa-
tion of the gearbox does, in its original form, introduceemer states due to the
discrete gear positions, i.e. mixed—integer optimizatitgorithms are required.
However, due to the very large optimization problem thasesmifrom the tran-
scription method, mixed—integer solvers were concludeédowwork. Instead an-
other approach was taken in which the discontinuous upperdof the auxiliary
brake torque, caused by the gearbox, was approximated mitloth functions.
Combined with an implementation of phases, see Betts (200i%)proved to be
the best solution to generate optimal trajectories. Alsortiulti—objective op-
timization of minimizing the component wear cost and magzing the vehicle
speed was studied using the definition of Pareto optimality.
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Peter Lingman Bengt Schmidtbauer
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SUMMARY

Kalman filtering is used as a powerful method to obtain accurate estimation of vehicle mass
and road slope. First the problem of estimating the slope when the vehicle mass is known is
studied using two different sensor configurations. One where speed is measured and one
where both speed and specific-force is measured. A filter design principle is derived
guaranteeing the estimation error under a worst case situation (when assuming first order
dynamics). The simultaneous estimation problem required an Extended Kalman Filter (EKF)
design when measuring speed only whereas the additional specific force case yielded a simple
filter structure with a time-variant measurement equation. Additionally the filter needs present
propulsion force which in our case is calculated form the engine speed and amount of fuel
injected. When the vehicle uses the foundation brakes the estimates are frozen since varying
friction properties makes the braking force unknown. Both sensor configurations are
concluded to be robust and accurate by simulation and experimental field trials.

1. INTRODUCTION

The major parameters in the energy balance of moving vehicles, setting the
requirements on the propulsion and retardation systems in the actual driving
situation, are current values of vehicle speed, road slope and vehicle mass. In an
effort to improve the control of longitudinal vehicle motion it is thus essential to
have access to accurate on-line estimates of these parameters.

When it comes to simultaneous estimation of road slope and vehicle mass mainly
one approach is seen in the literature. The basic idea is to calculate the vehicle
acceleration at two successively points that are relatively close to each other in time
(no more than 0.5s) so that gravity, rolling- and air-resistance forces can be
considered constant. By stating Newton’s second law at the two measurement points
the only unknown is the mass of the vehicle. Since the acceleration is calculated
from a rather noisy vehicle speed signal (usually the passive ABS wheel speed
sensor is used) a clever choice of measurement point has to be made in order to
predict the mass successfully. By making one measurement just before a gearshift
and the following one during the shift (zero propulsion force) a large difference in
acceleration is obtained and hence increasing the accuracy of the mass prediction.

There are some obvious problems with this approach. First of all this method
requires measurements to be made under very difficult circumstances. Oscillations
arise both from the flexible driveline and from the play between truck and trailer.
Both these are induced by the discontinuous propulsion force when changing gear.
Furthermore the method can not be used for vehicles equipped with automatic
gearshift (powershift) simply because these vehicles don’t separate the driveline
during a gearshift. Vehicles equipped with automatically shifted manual
transmissions are increasing their market shares. This type of vehicle separates the



driveline during a gearshift enabling for the above estimation method to work. It is
though a fact that manufactures are trying to minimise the time of no propulsion and
thereby decreasing the time left to calculate the vehicle acceleration consequently
leading to a low accuracy mass estimate. Another typical situation where the
algorithm fails to estimate vehicle mass is when a truck drives up on a relatively flat
highway after for example a short refuel. Large uncertainties in the estimate arise
simply because the vehicle manages to accelerate with only a few up-shifts.

This paper investigates the possibility of achieving slope and mass estimates using
available information on propulsion and brake system characteristics, a vehicle
speed measurement and the possible improvement through the addition of a
longitudinal accelerometer. Estimation theory (Kalman Filtering) is used to obtain
appropriate computation algorithms and make assessments of resulting estimator
performance. With this approach a crucial part is the formulation of stochastic
models of different force mechanisms entering the vehicle. Disturbances originating
from road elevation profile, wind speed, road and tire condition, discrepancy
between engine and brake maps and resulting true traction force, measurement
errors etc. all have to be modelled.

Some earlier attempts to slope and mass computation, without explicit dynamic
error modelling, was done by P.Frank [1], H.Ohnishi et.al [2] and E.Fritzen [3]. In
A.G Stefanopoulou et.al. [4] a Model Reference Adaptive System is designed to
control vehicle brakes, including and on-line estimator of vehicle mass and road
slope utilising a Lyapunov based method.

2. KALMAN FILTERING

A Kalman filter is an estimation method for linear systems in state space form. It is
an observer that considers the statistic behaviour of process and measurement
disturbances. The system is mathematically formulated on state space form
x=Ax+Bu+v; y=Cx+Du+w (1)
where x is the state vector, y is the measurement vector, u is the known system input
and v and w being the process and measurement disturbance vectors (white noise).
The Kalman filter generating the state vector estimate X minimising the (variance of)
the estimation error x- X is obtained as:
(1) = AX(t) + Bu+ K (y(1) - CR(1)) (2)
The optimal stationary filter coefficient vector is given by
K=PCTR;! 3)
where P is the stationary estimation error variance (covariance matrix in the vector
case) as given by the Riccati equation [1,2]
AP+PAT - PCTR;'CP+R, =0 “4)
Parameters R; and R, are the process disturbance and measurement noise intensities.

3. SLOPE ESTIMATION WITH SPEED MEASUREMENT ONLY
In this section we formulate and investigate different filter formulations for road

slope estimation when the vehicle mass is known. We begin by stating the motion
equation of the vehicle in the longitudinal direction.



my =mgsin(a) + f, - f, (®)]
where a,f,,f, are road slope, propulsion force and retardation force respectively.
The propulsion force is the positive engine torque filtered via the transmission of the
vehicle and the retardation force consists of forces generated by wheel, auxiliary
brakes and deterministic parts of rolling resistance and air drag (~v?). Both these
forces are considered as known filter input u(r) = f,() - f,() = £() . Choosing vehicle

speed and road slope as states we chose the following simple state space equations

. 1
X =V= X =8x% +— f)+
1 1= et fle)+v ©)
Xy =0(:>5€2 =0'(=1)2

y=x1+w

Slope variations are modelled as integrated white noise (random walk) whereas
force (acceleration) errors and measurement disturbances are approximated as white
noise processes. The intensities of v, v, and w are a, b and c respectively. The
simplicity enables us to find an explicit solution to the stationary Riccati equation:
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Figure 1. Normalised slope estimation filter performance (standard deviation; simple models)

A parametric study can be done to see how estimation error (filter performance) is
affected by process and measurement disturbances, Figure 1. Everything is
normalised with the intensity of the measurement noise c. The knees in Figure 1
clearly show areas where improvements in the force estimation does not affect the
slope estimation.



3.1. Improved modelling of road slope

Figure 2 shows the power spectral density (PSD) of slope variations in a typical
west-swedish road section is, the standard deviation being 0.028 rad. The integrated
white noise model of the previous paragraph would correspond to a straight line with
negative unit slope. From Figure 2 it is clear that a first order model with a cutoff
frequency of f,=0.002 cyc/m (spatial frequencies!) and a noise intensity of 0.8
(rad)*/(cyc/m) is a good representation of road slope, e.g. giving the same standard
deviation as the experimental curve (dashed line segments in Figure 2).

T
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N
Ny

radz/cyc\es/m

cycles/m

Figure 2. PSD for road section Boras-Goteborg (65 km). The dashed line is first order low pass filtered
white noise which is the approximation used here fore the road slope process.

The complete state space model (still 2nd order) then turns to

X1=V3x1=gxz+if(f)+v1 0 g v
. - A:|: i| v:|: 1:|

0 -,

®)

The Riccati equation for (8) is numerically solved and a parameter study can be
done.
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Figure 3. Parameter study of slope estimation error (relative is with respect to slope standard
deviation)



In Figure 3 both relative and absolute slope estimation error is shown as function of
normalised process disturbance. The relative estimation error is 4/p,, /26 where b is

the intensity of the slope process (temporal frequencies). In Figure 3 we see that the
area where we like to make our estimation is the lower right part where the relative
estimation error is low. The curves representing estimation error now have two
knees each. For constant slope rate intensity we see that the estimation error now is
affected only in an interval by the force disturbance.

3.2. Dynamic modelling of force disturbance

We now want to improve the unrealistic assumption of white noise force disturbance
by replacing it with a first order model. The errors in the engine/brake torque
estimation, rolling resistance and air resistance are relatively well known in
magnitude but much less known in their frequency content. We have to enlarge our
state space formulation with one additional state x; = f,;, .

0 g UUm f@®/im 0
A=|0 -o. O Bu= 0 v=|v, ©)
0 0 - 0 V3

where @ is the disturbance force cutoff frequency and vs(¢) is the forcing noise
(with intensity d giving a disturbance force variance of p,= d/(2)).

Relative slope
estimation error S8

measurement disturbance intensity
N
o

5750/0

° N | N R N Ll
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Figure 4. Influence of the force disturbance characteristics on relative estimation error. The cutoff
frequency between 107" and 10° affects the estimation error the most. The road is set to Boras-

Goteborg and the vehicle is traveling with constant speed 20 m/s.



It is interesting to investigate the nature of the force disturbance that affects the
estimation error the most. With a given disturbance variance p, the cutoff frequency
@), is varied with a noise intensity d = 2ay p, (giving the same variance regardless of
cutoff frequency). A parameter study of this is shown in Figure 4. It shows that the
cut-off frequency that affects the estimation the most equals approximately the cut-
off frequency for the road slope i.e. @ = @. This leads to a non-observable but
detectable system, meaning that the non-observable mode is stable and the Kalman
theory can still be used (it is difficult for a filter to separate two signals with same
assumed frequency content; the system is in reality of 2" order).

Equal dynamic characteristics in force disturbance as in road slope variations thus
represents a worst case for slope estimation. In the absence of knowledge on the real
disturbance dynamics it makes sense to design the estimator for this worst case.

3.3. Worst case filter performance

Choose a cut-off frequency for the force disturbance that represents the worst case

according to Figure 4 (@, = @.) and calculate the corresponding constant Kalman

gain matrix K. How well does our observer perform if the real force disturbance has

a characteristic (e. g. cutoff frequency) that differs from the one used to calculate K ?

The process and observer are described by the following state equations:
x=Ax+Bu+v Process

X=A,%+Bu+K,(y—Cx) Observer
We like to calculate the covariance for x-x i.e.

E{()%—x)(fc—x)T}= E ”T}+ E{xxT }— 2E{d’}

One way to obtain this is to expand our state vector to include both observer state
and process state. Then we can solve the variance matrix equation (a Lyapunov
equation) for covariance.
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Where 4, K, are constant, for a constant cut-off frequency, and w and v are
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Figure 5. Relative estimation error as function of force disturbance cut-off frequency. The solid line
represents optimal filtering i.e. new K is calculated at every ay.



uncorrelated process and measurement noises. To calculate the variance of i-x we
simply have to solve the stationary Lyapunov equation. Figure 5 shows filter
performance for 3 different filter design cases, Low Frequency (LF), Worst Case
(WC) and High Frequency (HF) (constant disturbance variance in all three cases).
In the worst case we see that the observer always keeps the relative estimation error
under the maximum error 0.36. Though the performance does not improve for lower
frequencies (bias) as for the optimal curve (solid) we always know that the error is
equal to or under the maximum error. The HF case shows that designing the filter
for higher frequencies deteriorates the observer performance in the low frequency
region.

Two fundamental parameters of interest are the variance of the force disturbance
(x;) and the measurement disturbance c. How does the measurement disturbance
affect the filter performance in a worst-case situation? In Figure 6 a parameter study

is presented. 5000 . .
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Figure 6. The influence of force disturbance and measurement noise on relative estimation error.
Measurement noise as function of force disturbance. Worst-case design.

From the parameter study above we can set a limit for the maximum allowed
measurement noise. The relative estimation error is clearly influenced by the
measurement noise between 10 ° to 10 . For lower noise levels in the speed
measurement the estimation is mainly influenced by the force disturbance. As noted
earlier the WC design gave a detectable model and we can therefore reduce our
observer by setting x,,, =x, +x;. Our system is redefined and the relation between

0o 1 1 0

Xy — X

2 g; }:A: 0 ~w, 0 |v=|gn
— m

B 0 0 - vy /m



%y and %, is proportional to the ratio of the second element of the full sized

observer and the second element of the reduced observer.
By setting x,,, = x, +x; we get

0 1 0 K, .
A, = v= and Xy = Xr01
0 -, gvy +v3/m Ko

4. ESTIMATION OF SLOPE AND MASS WITH SPEED MEASUREMENT ONLY

To be able to simultaneously estimate vehicle mass and road slope we have to
enlarge our state space model (section 3.2) with at least one additional state for the
vehicle mass. This gives us the following equations

13=X1=gx2+w+x—4
Bon 11
O =iy =01+, D
m m

m=x3 =103
Faist = %4 = =045, +0,
This is a non-linear state-space equation system and we can no longer use standard
linear Kalman filtering. Instead Extended Kalman Filtering (EKF) is used [5].
x=fx,nH+v
y=gxt)+w
In our case f(x) is a non-linear function and g(x,r) is linear. The basic idea with
EKF is to linearise the model around % and then use the time variant linear Kalman
filtering equations for filter coefficient K and estimation error covariance P.

It is preferable to work with difference equations instead of differential equations
in real-time applications. The state-space formulation is therefore discretisized with
an Euler approximation ( x = (x(z +1)— x(¢))/ h , h being the time increment):

Linear/non-linear equations

(1) = 3 + hgxy + D B
X3 X3
X (t+1)=(1=he, )x, +hvy = fo + vy (12)

X3t +1)=x3+hvy = f3+hvy

x4+ D) =(-h@g)xy +hvy = f4+hvy
As mentioned the next step in deriving a filter is to linearise the non-linear equations
around the estimated state vector .

Linearization ~ ®=F&+0  pore  po ¥l o g yielding:
y= g(x,t)+ w ox
h(f()—X4,) h
Ry | |1 [y, 0 &,
o X3 3 o h S
2|2l 1-ha, 0 ' 0 2|, |1 yl=lc u +[w] (13)
3141 0 0 1 0 5x3t hvs &3%
5x4t+l 5x4l hoy Oy,

0 0 0 1-ha,
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Figure 7. Simulation of estimator performance. Dashed lines are showing real parameter values and there
estimates are marked in solid. In the marked area we have poor excitation of the system and the mass
estimate would drift without thresholding. Thresholding simply turn the estimator on and off depending
on the excitation conditions (to avoid covariance drift). Note that the slope can still be estimated in a
parallel filter (based on equation 9) where the mass is set.

4.1. Simulation results for slope and mass estimation

Initial to practical field-tests the filter has been tested in a software environment.
The model used here is a complete vehicle model built in Matlab/Simulink. In the
simulation the vehicle travels on the measured Boras-Goteborg road profile.

Results from one simulation are shown in Figure 7. When the driver engages the
foundation brakes the estimation process is temporarily frozen (uncertain friction
between pad and disc; not the case for auxiliary brakes). The simulations indicate
that the road slope and vehicle mass estimation algorithm using Kalman filtering
gives reasonable performance (cf. also practical field results presented in section 7).



5. SLOPE ESTIMATION WITH SPECIFIC FORCE MEASUREMENT

In the near past accelerometers using the latest MEMS technology have gained
interest in the automotive industry. Low cost and functionality improvement of
various automotive systems makes accelerometers interesting sensors. One system
that uses this kind of sensor is the ESP system (Electronic Stability Program) in
heavy-duty vehicles. The focus in ESP systems is on the lateral and angular
acceleration whereas here we are interested in the longitudinal acceleration or more
correctly the longitudinal specific-force.

Figure 8. Accelerometer ADXL202EB-232-A mounted in a water tight case.

In the longitudinal direction the accelerometer measures the specific force with a
dynamic error that will be regarded as a state variable x3(¢), modelled by a first order

process with cutoff frequency .

a(t):gsin(a)—fzzga—\}+x3 (14)
The complete state model bears strong resemblance to the model of section 3.2:
X =v= X =gxy —a(t) +x3 0 g 1 0 —a(t) e
Xo =A== Xy =—X0,.+V;, = A=|0 -, 0 V=0, | Bu=| 0 c=lo (15)
X3 =ag = X3 =—X30, + U3 0 0 - V3 0 0

the only difference being that the control force measurement divided with vehicle
mass is here replaced with an accelerometer measurement.

Since the control force error can be expected to be considerably larger than the
accelerometer error it is reasonable to believe that the slope estimation accuracy
increases when using an accelerometer (lower values on the y-axis in Figure3).

6. MASS AND SLOPE ESTIMATION WITH SPECIFIC FORCE
MEASUREMENT

Using the accelerometer signal a(f), the slope estimation is done without any
coupling to vehicle mass, as shown in the previous section. Vehicle mass can then
be estimated separately using calculated values of the control force (cf. section 3)



f(t) from the simple relation a(t) =—f(¢t)/m. This means that when utilising an

accelerometer measurement we can clearly separate the simultaneous estimation
problem into two different filters, one "kinematic filter" (no equations of motion
involved) for the road slope and one "dynamic filter" for the mass. The formulation
of the dynamic filter used to estimate the vehicle mass is shown below:

== } aco Buf] c=la)-5] ov[n]

y=£e)=(alt)= 35 ) +w =

where %; is the estimated accelerometer error calculated in the kinematic filter.

7. EXPERIMENTAL RESULTS

The estimation algorithms have been evaluated in field tests. A Volvo FH12 with
drawbar trailer and a gear-tronic transmission was used. Required signals where
sampled from the CAN SAE J1939 and J1576 bus and transmission ECU. The
experiment was not done in real-time mainly to avoid the extra work required to
implement software in an ECU and all filters are of course causal. In the below
Figure10, a normal acceleration from standstill is shown. The actual
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Figure 9. Experimental results for both sensor configurations. Notice that when the threshold work the
slope is estimated with the filter derived in section 3 using the mass estimated with the filter in section
4. reference -............ specific force and — — — Speed measurement.

vehicle weight was 47 000 kg and the vehicle passed a ridge after 800 meters which
is seen in the slope estimation. Both road slope and vehicle mass approach there
correct values respectively. The road slope reference was measured with an
atmospheric pressure sensor. Notice that in the speed measurement only case two
filters run in parallel to enable slope estimation even when the excitation was
considered low.



Varying the process and measurement noise parameters is one way to study the
robustness of the filter and this is shown below, Figure10.
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Figure 10. Left plots are for speed measurement only. The upper has constant measurement noise 1E-
5 and the process noise is (1E3 4E3 8E3) and the lower is for constant process noise 4E3 and the
measurement noise is (7E-6 1E-5 3E-5). The plots on the right are for the specific force configuration
and the upper has measurement noise 1E8 and process noise (1E1 1E2 1E3) and the lower has process
noise 1E2 and measurement noise (6E7 1E8 2ES).

Both filters perform well for these parameter variations. It is though clear that the
additional specific-force measurement improves the somewhat sluggish speed
measurement case.

8. FURTHER RESEARCH - ADAPTIVE FEATURES

Several parameters entering the estimation process are depending on varying
environmental conditions, e. g. the road profile (the slope characteristics for roads in
the alps are substantially different from those in the flatlands!), vehicle conditions
(e. g. brakes; cf. section 4.1), etc. One subject for further research will be to
investigate system performance under environmentally changing conditions using
adaptive schemes for on-line tracking of relevant parameter values, e. g. the
magnitude (variance) and time/space behavior (cutoff frequency) of road slope
variations.

9. CONCLUSIONS

It has been shown through simulations and practical tests that Kalman filtering is a
viable method for on-line estimation of road slope and vehicle mass in heavy duty
vehicles. The method is robust and generally applicable and does not have any
restrictions concerning different engine, transmission or brake system types, as long
as the torque/force balance can be modelled with reasonable accuracy. In case an
accelerometer is used as additional (to speed) sensor no torque/force-model is
needed for slope estimation.
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Transport and Maintenance Effective Retardation
Control using Neural Networks with Genetic Algorithms

PETER LINGMAN*#1 AND MATTIAS WAHDE *

SUMMARY

A brake system controller is designed using the powerfuiriepies of neural networks and genetic algo-
rithms. First, the problem of coordinating auxiliary brakéoundation brakes, and gear for high transport
effectiveness in down hill cruising situations is inveatigd. An optimization problem with constraints such
as vehicle speed and disc temperature is formulated anddsalesulting in a well performing controller
even compared to experienced drivers. Second, the issuistobating a required force between auxil-
iary and foundation brakes in order to minimize the maimeeacost is investigated. The neural network
controllers obtained from the optimization procedure #igantly outperform the traditional strategy of
using non-wear auxiliary brakes in order to minimize pad disd wear cost. The performance of the brake
system can be improved by controlling the whole brake systeinding gear.

Keywords: auxiliary brake, gear shift, cruising, wear, genetic aildpons, neural networks.

1. INTRODUCTION

Cruising downhill with a heavy duty vehicle requires seVaions from the driver.
First of all a proper set speed must be decided upon. To chtairkeep this set speed
the driver has to change gear and engage both foundd&®hand auxiliary brakes
(AB), i.e. Volvo Engine Brake\(EB) and Compact Hydrodynamical Retard€R).

A problem is that the driver is given almost no feedback remay vehicle mass,
brake disc temperature and other important vehicle and@mvient states. Accidents
have occurred where a driver has chosen an excessive spedsihed with a bad
distribution of retardation force between ABs and FBs, ltesy in overheating of
both the disc brakes (known as fading) and the ABs (coolirsgesy saturation), see
[2], for an example of a fading accident.

Other more conservative drivers choose a low set speedryietdlow utilization
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of the capacity of the brake system and perhaps also low npsedsiepending on
the driving cycle. The third type of driver (most common!)tie very experienced
driver with good knowledge of both vehicle and environm@&yt.observing engine
speed, coolant temperature etc., such a driver uses the #tBmyto keep the vehi-
cle speed constant but never uses the FB for long periodsnefiti order to avoid
fading. In Fig. 11 the maximum stationary speed is shown ametion of slope. By
choosing gear and level of the ABs, the driver finds the marinstationary speed
for downhill cruising. This is of course a difficult driverdla, especially if also FBs
are considered. Thus there is a need to design an integetgedation control system
for high mean speed (high transport effectiveness) whitpkey the system within
certain boundaries (safety and law).

Another important aspect of strategies for optimal retaodaorce distribution is
how the tyre, pad, and disc wear are affected. FBs distribwatéotal retardation force
demand on all vehicle axles whereas ABs use the drive axie e Fig. 1. The stan-
dard strategy is to utilize ABs (known asn-wear brakes) in order to save brake pads
and discs. However, some drivers have noticed a very higke dyre wear causing
high maintenance cost when using this strategy. Therelier&rade-off between tyre,
pad, and disc wear cost has to be investigated and consitfegecriterion function
for optimal retardation control. See also [4] for furthesalissions on the importance
of integrating the whole retardation system of a heavy \Jehic

This paper investigates the possibility of achieving aegnated retardation con-
troller for gear shifting and blending of different retatida actuators in a heavy duty
vehicle. This is done in two different casé€ase 1 focuses on maximum utilization
(high mean speed) of the brake system armhse 2 focuses on minimizing the pad,
disc, and tyre wear cost in a constant speed keeping situdticase 1, the scenario
is that the vehicle enters a descent and the driver decidas apnaximum vehicle
speed. The controller guides the vehicle downhill withoxteeding the maximum
speed and other constraints (fading, engine speedasg. 2 focuses on a common
type of constant speed controller requesting a retarddticoe to keep the vehicle
speed constant on a downhill slope. The main question hehevsthe required
retardation force should be split between ABs and FBs inrddainimize wear cost
of tyres, pads, and discs. In both cases, the parametrizatithe brake system con-
troller is achieved by a neural network (NN) optimized withemetic algorithm (GA).

2. THE RETARDATION SYSTEM

In Fig. 1, the main components of a Volvo heavy duty vehictandation system are
presented. The FB power is distributed on all wheels (inolydrailer) whereas the
ABs work only on the drive axle. Pressurized air, generatethé compressor and
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Fig. 1. Volvo retardation system

stored in air tanks, is used as FB energy source and as comddilm for both the
VEB and CR. The retarder cooling system is connected to thaertooling system

making it a closed loop system where the generated heat idthim the main engine
cooler (radiator).

2.1. Vehicle model

In order to design and evaluate an integrated retardatiotralter a mathematical
vehicle model was built. Since the model is used in an opation routine requiring

many iterations, it is very important to have a well balanosaldel that describes
the main dynamics of the system without being excessive mpdexity. The main

equations are presented below.

Longitudinal motion equation:
mv = Fdrive - Fair - Froll - Fgrade - Faux - Ffound (1)

Fyrive is the propulsion forcel’,;,, Fron, andFy,q.q. are resistance forces atd,,,
andF'o,nq are AB and FB forces, respectively.

Foundation brake dynamics

First order dynamics is assumed dhig= 0.4s. T} andT; represent the temperature
dynamics of the disc brake, discretized into two masses.

1

Ff (Freq - Ffound) (2)

Ffound =
Ty = gin — c1(Ty — Ta) — c2(v)(T1 — Tamp) — c3(T — T 1) 3

Ty = cs(Ty — T2) — ¢5(0) (T2 — Tamp) — ¢6(T5 — Tarp) (4)

amb
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Fig. 2. The optimization loop

qin 1S the brake force power; andc, are heat conduction constantg(v) andes (v)
are vehicle speed dependent convection variablescam@hd ¢ are radiation con-
stants.

Auxiliary brake dynamics
First order dynamics is assumed with., = 0.3s and7,, = 0.5s.

1 Ny Ny

Fveb = m(qu - Fveb) Rw (5)
. 1 N
Fcr: T_Cr(Freq_Fcr)R_j; (6)

F,e, and F,. are the VEB and CR retardation forces, is the gear ratio of the
current gear position), is the gear ratio of the rear axle final gear, aig is the
wheel radius.

Cooling system

The radiator is modelled according to [1]. From measurem#rtan be concluded
that approximately 40% of the VEB power and 100% of the CR pawansfer to
the coolant, respectively. In a radiator, as for all heahexgers, the flow rate of the
medium is used to control the cooling capacity. In a heavy tluick the system is
designed so that the coolant flow is directly proportionahtengine speed£) and
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the air flow is a function of vehicle speed, fan speed, andesperature. The fan
speed is a function afg and the slip in the viscous coupling, used to control the fan
speed relative tag. Here the air density variation due to temperature varalias
been omitted.

Coolant flow = cvg @)
Air flow = f(v,Fan speed) (8)
Fan speed = f(vg,slip) (9)

Wear dynamics

The models used for pad and tyre wear are shown below. As cegde the pad wear
rate varies strongly with the temperature of disc whereagytte wear rate is only a
function of the torque acting on the whes),,. represents the torque on each wheel.

Spad = GinSoe™s" (10)
Styrc = v(a + there + CTt4yre + thGyre) (11)

So, ¢, andky are disc pad wear constants anad, ¢, andd are tyre wear constants.

3. METHOD

Driving strategies are represented by two-layer feedfoiweeural networks (NNs).
An NN is a non-linear function mapping a set of input sign&i3 {0 a set of output
signals V). The computational nodes, called neurons, are connecteddh other
forming a net structure as shown in Fig.3. Each neuron isesgmted by a summation
operator and an activation functioa()) that limits the output from each neuron.
The sigmoid function was chosen as activation functigfs) = 1/(1 + e*), where

s is the sum of all input signals to the neuron and the outpufrbm each neuron is
therefore given byz = o(Zwijz; + wpias®) as shown in Fig.4. This output signal is
multiplied by a weight {v) and then transmitted as an input signal to a neuron in the
next layer, as illustrated in Fig. 3 and Fig.i,s© (© = +1) is a bias term which
sets the output level of the neuron in the absence of inppic@yinput and output sets
used are”:{speed, disc temperature, road slope, coolant temperangae speed
andU:{force ratio between FBs and ABs, gear change, force ratiodsst VEB and
CR, retardation force requéstas illustrated in Fig. 9. Since the activation function
limits the output to [0,1], post— and preprocessing of signaeasured in the vehicle
and signals controlling the actuators have to be performeshawn in Fig. 9, see [6]
for discussion. We have chosen to use a genetic algorithnm) {@&Ahe optimization
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Fig. 3. A feedforward neural network consisting of threemes, arranged in two layers. The input ele-
ments, shown as black filled squares, merely distributertbetisignals

of the neural network representing driving strategiesFsge2.

Optimization of neural networks is often performed using lackpropagation al-
gorithm, see [6]. However, in order to apply backpropagatiset of input-output
pairs must be available, which is not the case here. In thil@mconsidered here,
the network generates a continuous stream of output sigaradisthe performance of
the network is given as a single scalar value at the end ofvihleation, e.g. the dis-
tance traveled by the vehicle during a given period of timehis situation, a GA is
a natural choice of optimization method. GAs have been ugeskberal authors in
problems involving NN, see [5] for a review, and are partely effective in large and
complex search spaces.

A further motivation for using a GA is its ability to optimizmth the structure (e.g.
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Fig. 5. Optimal blending for high mean speed on 3 roads. Thatld line: 10% constant slope, Medium
solid line: Isére 4 road, Thin solid liné% constant slope

the number of neurons in the middle layer) and the parametéhe network. While
this feature has not been used in this paper, it is importarfufther work since, for
the problem considered here, itis very difficult to specifyoatimal network structure
in advance.

For this paper, a fairly standard GA with tournament setectf individuals and
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Fig. 6. Chromosome representing one individual. In thisygxa real-number encoding is used

generational replacement has been used. The weights oéthvenk are directly en-
coded (using real-number encoding) in strings called closomes, see Fig. 6. New
individuals are generated using crossover and mutatioms.cfossover probability
was set to a rather low value (0.3), since crossover oftenahasgative effect on
neural networks. Mutations of two kinds were introducerdnary mutations, which
change the value of a gene to a new, random value (within tbeed range), and
creep mutations for which the new value of a gene is chosen with uniform prdiwgb
in a narrow interval around the previous value. In Fig. 7 deeation in the GA is
shown.

4. RETARDATION ECONOMY

As discussed in [7], transport economy can be describedrdiitly depending on
where the system boundary is set. If the system boundary#aend the vehicle and
the owner of the vehicle, transport economy can be definedjusi

¢ Income from transport mission

¢ Fuel cost

Component wear (pads, tyres etc. )

Other maintenance costs (engine service etc. )
Utilization of vehicle (hours per day)

Driver cost (salary etc. )

Cost of vehicle purchase or rent

Other costs (tax, road fee etc. )
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Fig. 7. One iteration in the GA

Looking at transport economy from a retardation controhpoif view, compo-
nent wear for low maintenance cost and system performamdédh mean speed to
improve transport effectiveness are important. Formagjthis statement into a math-
ematical problem a criterion or fitness functiaf) fnust be defined, e.g. as

J = (Cost of retardation) "

= (Maintenance cost) ' + (Cost of transport time)

= char + Jspccd
1
Ctot

Since it is difficult to quantify the cost of time (though notpossible) the criterion
J was split into two different parts for maximization, as smoim Equ. 12 where
mean speeds) and component wear coét,; represents cost of transport time and
maintenance, respectively. It should also be mentionecetfiaient use of the brake
system will increase the mean speed on downhill slopes,tiwitlinot necessarily
affect the mean speed on the whole driving cycle. If largespaf the driving cycle
consist of relatively flat road sections, the mean speedgpart time) is not much
affected by an increase in the speed on single down hill slagewever, high mean

+7 (12)
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Fig. 8. Example of measured road profiles used. French agse1-4

speed on down hill slopes is often desirable also to incréeselriver comfort and

satisfaction (i.e. driveability). Here, a comparison wille development of engines
can be made. Reducing emissions and fuel consumption ane pairgets for engine
developers but other customer demands like engine respomser reserve, top gear
gradeability etc. also have to be considered. Stronger ard powerful engines are
developed, even if the mean speed on the whole driving cyaés shot necessarily
increase with more powerful engines.

5. INCREASED MEAN SPEED - CASE 1

Case 1 is focused on optimal utilization of the completerdation system including
FBs, ABs, cooling system, and gearbox. Three examples arversin Fig. 5 where the
objective for the controller is to guide the vehicle dow#% descent, 40% descent,
and a road profile (nr 4 in Fig. 8) with varying slope. The olijexis to achieve highest
possible average speeg pver a finite time interval without violating the constran
For this task a 5-7-4 feedforward NN with sigmoid slope edoal, and with in-
puts{v, T, &, Teoolant, VE } @Nd OUtPULS Rfound,.q » Shiftreq; Rauxyeq s Foplitreq } WAS
trained with a GA. As mentioned earlier, both the input sigraad the output signals
were normalized to the intervl, 1], see Fig.9.
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Speed<[0,1] Speed

Disc temperature[0,1] Disc temperature
Road slope=[0,1] Road slope

Coolant temperature[0,1] Coolant temperature
Engine speed]0,1] Engine speed

NN | Postprocessin g

Ratio between FBs and ABH0,1] VEB torque request
Gear change[0,1] CR torque request
Ratio between VEB and CR[0,1] FB pressure request
Retardation force requegD,1] Gear change request

Fig. 9. Closed loop feedback

Fipiit,., IS the total retardation force requesty,und,., Splits the total retardation
force request between FBs and ABs, franfor 100% FBs linearly down ta) for
100% ABs. Raux,., Splits the AB force requested between VEB and CR, $inik,
indicates gear shift (up) if larger th@n7, gear shift (down) if smaller thah3, and no
action betwee.3 t0 0.7.

The fithess measure was defined simply as the distance @dveyl the vehi-
cle. Since the vehicle was only allowed to drive for a limitacthount of time,
the optimization procedure will strive to attain a high mespeed. The simula-
tion was stopped if any of the following conditions was d&tk 77 > 500 °C, v >
25m/s v < 5mls vg > 2300 rpm, ve < 600 rpm, time> 200 s. The solution shown
in Fig. 5 was obtained aftef000 generations using a population t¥0 individuals.
To set the structure (in this case only the number of neurotie middle layer) some
tests where performed. Seven neurons in the middle layefauasl to be the mini-
mum number required.

From the figure, it can be seen that the NN works very well witlh choice of
objective function. The mean speeds of the three rung4afe 14.1, and23.8 m/s,
respectively.

The maximum mean speed that a skilled driver, driving asaspll in section 1,
can achieve on different slopes is shown in Fig. 11. Also tlamspeed obtained
from the NN controllers is shown. The NN controllers have shene structure and
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constraints as above, except that the simulation stop @nsts now time> 2000
s, in order to make possible a comparison with the resultafskilled driver. For
example, it is seen that the mean speed can be improvétPbyn the10% slope and
22% on the6% slope using the whole brake system optimally.

5.1. Generalization

When an NN obtained by training against a single road prdafitested on other roads,
it is often found that performance is poor even for small gfeanin the road profile. It
is thus clear that the training road must reflect a varietybstacles in order for the NN
to work in all situations found in reality. For this reasorg wonstructed a training road
that reflects different obstacles encountered in a realisiving situation. Measured
road profiles from the French alps (Isére) and the KasdslihilGermany were used
for this purpose, see Fig. 8. These road sections were tiseretized and randomly
put together to make up a realistic training road. Also,isestof constant slope were
put into this training road.

The main task now is to see to what extent the GA can find an NiNcHraperform
well, i.e. attain a high mean speed, on different roads. Qlsly, the ability of the
GA to find such an NN depends on several things, such as e.ghthee of the input
and output signals, the shape of the training road, the defirof the fitness measure
etc. In this paper we focus on the definition of a training ré@dyeneralization. To
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Fig. 11. Maximum stationary speed for different slopescigirNormal driver using only ABs. Plus sign:
optimal blending using ABs and FBs

qguantify how well the NN is able to generalize we use the meaSwandV, defined
as

1 s d; 1
NGy 7 13
¢ Nr ; Li’ v ermax Zlv ( )

whered; is the distance travelled by the vehicle on raad; is the length of road,
andJN,. is the number of roads. We us&f. = 14 different realistic road sections and
the result is shown in Fig. 10. Since G increases with the rarrobiterations, it is
clear that the training road reflects most of the obstaclesdan the 14 test roads.
When the NN can cope with most of the roads in the test set @ighis interesting

to see that also the mean speed is improveds(increases). These are two important
indications that the generalization is successful.

In Fig. 12 the first half of the training road is shown togetivith the trajectories
for the final NN. Clearly, the NN performs very well on thisfiitilt training road and
in Fig. 13 the speed trajectories for 5 other road profileshosvn. The performance
is excellent on Isere 1, 2, and 3 (4 is not shown since it lsaraghort) whereas on the
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Fig. 12. First half of the training road used and the resglIiitN trajectories

two flat roads the NN is somewhat conservative, as can be seearbparing with
Fig. 11.

6. DECREASED WEAR COST - CASE 2

When distributing a required retardation force betweewedine and chassis it is in-
teresting to look at wear characteristics of tyre, pad, ascl @' he usual driver strategy
is to keep the vehicle stationary using only ABs and, if neagg lower the vehicle
speed with the FBs to a level where the ABs can keep the vedtatienary. However,
one might ask oneself whether this is optimal from a wear poBsit of view.

The economical model to calculate cost can be formulateeleral different ways,
and one of the main questions is whether or not to includeithe of maintenance
stops. As mentioned in section 4 we do not and the total €gst)is formulated as
in Eq. 14. The work cost(;,) and the material cost{,) are what the truck owner
had to pay for changing pads, discs, or tyres at a Volvo wansh Sweden in 2002.
Since the disc wear is not modelled we have used the rule afithoften practiced
at the workshops that every second time pads are changed,aiis also changed.
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Table 1. Components in equation 14

Waisc Disc wear [mm]

Caisem Material cost of disc [Euro]
Caiscw  Work cost to change disc [Euro]
ddisc Available thickness of disc [mm]
Whad Pad wear [mm]

Cpadm Material cost of pad [Euro]
Cpadw Work cost to change pad [Euro]
Opad Available thickness of pad [mm]
Wiyre Tyre wear [mm]

Clyrem Material cost of tyre [Euro]
Otyre Available tyre thread [mm]

denotes the original disc thickness, pad thickness, amdtitgad thickness. In tab. 6
all components of Equ. 14 are described.

Cism+cisw Cam+caw
Ctot = Wdisc disc 5d' disc + Wpad pad S 7(1 pad +
isc pa
C rem C rew
Wtyre ty 5+ ty (14)
tyre

In Fig. 14 it is seen how the optimal distribution for minimwust varies with
retardation force demand. The vehicle is travelling witmstant speedl§ m/s) on
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9 different slopes of lengtB000 m. Clearly, the optimal distribution is different for
different slopes. This is due to the non-linear and time wayglynamics of Egs. 11,
10, and 4. Thus, there is a need to design and investigateolers that minimize
wear cost. The idea is to have an NN that shifts gear and s$ipéitforce required for
constant speed keeping in such a way that the wear cost isnimgd. In reality, a
PI controller can produce the force request, but here it ligesiodirectly from Eq. 1
and, for this case, the inputs to the neural network{#e,, 71, &, Tcoolant, Ve } and
the outputs are{Rfoundreq, Shift,.q }. For simplicity only two outputs are used, and
the VEB has priority over the CR, i.e. the AB force demand ist fiequested from
the VEB, and if the VEB is unable to deliver the demanded tertiie remainder is
requested from the CR.

Three examples where the NN guides the vehicle do2# descent, 8% descent,
and the varying road profile 4 from Fig. 8 are shown in Fig. 1% Titness function
is here defined ae,a(t*Tswp)/C’mt, wheret is the time when the vehicle was stopped
(either because a constraint was violated, in which ¢asé ., Or because the stop
time was reached). The constraints used are the same &s,eaqtiept that the allowed
range of variation fow is much narrower. It can be seen that the total wear cost for
cruising down the3000 m long 5% slope is approximatel§.38 euro in the optimal
case. From Figs. 11 and 14 it can be concluded that a veryierped driver can keep
15 m/s by only using the ABs and the wear cost is theneuro. Thus, the wear cost
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of the NN controller is almo€35% lower.

7. DISCUSSION

In this paper, optimization of driving strategies has beamied out using GAs only,
and it has been shown that this method yields NNs that aretalslepe with general
road profiles in many cases.

A further improvement of the procedure would be to generatetaf basic situa-
tions, and to provide both input and output signals for thegtsations. In this case, the
NN could first be trained, using e.g. backpropagation, t@aseith the basic situations,
and then be further trained against a road profile, using a GA.

A setback with the GA approach is that it does not guarantéienafity of the
networks obtained. However, finding a provably optimal Sotuis not crucial in this
problem. Instead, what is important is to find an NN that otftpens even an experi-
enced truck driver.

A common objection to the use of NNs is the difficulty of intexfation. NN are
sometimes considered to represent a black-box solutidretprioblem at hand. While
interpretability is not necessarily relevant, it would beeful also to consider other
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architectures, such as for instance fuzzy logic contrelf@hich can also be optimized
using a GA). The issue is currently being investigated, aildb& addressed in a
forthcoming paper.

The input signals used here are a feasible choice, sincétak signals can be ob-
tained in a real vehicle. The vehicle speed, engine speed;@rant temperature are
all signals measured in a modern heavy duty vehicle. The stogk and the vehicle
mass (which is not used as an input signal here but can, iiyeary significantly)
are not as easy to access, but they be estimated, see [3]istherdperature is usually
not measured or estimated today, but temperature senstbesséimation algorithms
are under development.

For some road profiles, the NN trained for generalizatioom&vhat conservative
(low mean speed) compared to real drivers. This can be exquldiy the fact that a
real driver has road profile preview whereas the NN only h&smmation about the
current slope. In future work, preview will be included asllwgince such a feature
will probably become available in real vehicles in the nedwife (using e.g. GPS and
maps).

8. CONCLUSION

Controllers have been obtained for several different roamtiets (with different

slopes). Their performance is shown to be much better evamntthat of an experi-
enced driver. It is shown that there is a potential to impnmean speed in down hill
cruising by optimal usage of the whole brake system, incigdiBs, ABs, gear box,
and cooling system. It is also shown that it is possible taiold general NN that can
handle a wide variety of different road profiles.

An additional advantage is that the resulting NN contrsliare, in principle, di-
rectly implementable in an actual vehicle, as opposed tanttrdte-dimensional tra-
jectories obtained by optimal control methods. It shousbdde noted that the result-
ing optimization problem, when transforming the problenhand into an optimal
control problem, is very large (not suitable to solve usiegrsh methods) and non—
convex due to the nonlinearities of the differential equagi [9], [8]. The problem
must therefore be solved using gradient based optimizatioin again, no guarantees
can be given regarding optimality.

When considering wear cost of pad, disc, and tyres it is emlea that the strategy
currently used by drivers is non-optimal. It is clear tha tiear cost can be lowered
by distributing the retardation force in an optimal way beén FBs and ABs.
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Cruise Controller Application
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SUMMARY

Two different longitudinal brake system controllers areiwd=l to control foundation brakes, auxiliary
brakes, and the gear box of a heavy duty vehicle. By alteringng strategies between the two modes,
velocity mode (VM) and temperature mode (TM), transportifficy and safety are increased compared to
what is typically achieved by experienced drivers. In VM tkehicle is controlled to constant speed using a
linear quadratic controller with integral action. The TVntwller aims at controlling the foundation brake
temperature to a constant level, well below the fading teatpee limit of the brakes. Gain scheduling
combined with linear quadratic control is used to handlertbelinearities of the process. Two different
scheduling approaches are used. The first approach comsidgrstationary operating conditions and uses
the road slope as scheduling variable. The second schgdsiliategy is extended, using velocity based
linearization, to also consider non-stationary operatiogditions in the controller design. In the second
case road slope and vehicle speed are used as schedulagesriBoth controllers perform well but when
compared, the transient behavior of the case 2 controllegtier. Robustness to parameter variations, mea-
surements errors, and discontinuities due to the disceztebgx are verified in simulations. The switching
between VM and TM is realized in a state machine using ingtads based on brake temperature, steady
state performance, and vehicle speed.

1. INTRODUCTION

Cruising downhill with a heavy duty vehicle requires seVaions from the driver.
First of all a proper set speed must be decided upon. To ohtainkeep this set
speed the driver has to change gear and engage both founmtedies FB) and the
auxiliary brake AB). A problem is that the driver has almost no feed-back reggrd
vehicle mass and brake disc temperature. A common featute most kinds of
FBs is that they lose their brake capability when overhe@tedwn as heat fading).

LAddress correspondence to: Peter Lingman, Department agsih and vehicle dynamics, Volvo 3P,
Gropegardsgatan, 405 08 Goteborg, SWEDEN. Phone +46 BA3R2.
e—mail: peter.lingman@volvo.com

fDepartment of chassis and vehicle dynamics, Volvo 3P
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Accidents have occurred in which a driver has chosen to dadvéast downhill,
resulting in overheating of the FBs. Other more consereatifivers choose a low
speed to ensure that the system is within safety limits. Tiagvidack is of course
a low mean speed. Thus there is a need to design an integetgedation control
system for high mean speed (high transport effectivenedsdaimer satisfaction)
while keeping the system within certain boundaries (sadetylaw) [1], [2].

This paper suggests a way to include this complicated ddiagrhising situation
into the framework of ordinary constant speed cruise cdet(CC) for heavy duty
vehicles. A mode switching cruise controll& §CC) is proposed to switch between
velocity mode YM), and temperature modé& (). The main idea is to follow a set
speed (or set distance to the vehicle in front), by controlling engine, FBs, and
ABs. This mode is called VM and is basically a standard craizetroller that can
be found in all modern trucks. One important difference iséeer that also the FBs
are used when there is a "high” brake demand from the coatrdlhe usage of FBs
will increase the performance of the controller since thailable brake power is sub-
stantially increased compared to using only ABs (as in @dircruise controllers).
However, one problem that arise with the introduction of FEBdownhill driving. In
a downhill driving situation the FB may be highly utilized arder to keep the set
speedvss, potentially leading to heat fading and therefore a totaslof FB power.
Therefore, when the system is approaching FB fadingsannot be tracked anymore
and the speed of the vehicle must be lowered (if AB are fulliized) in order to
reduce the power input to the FB and to be able to shift dowrgéaebox to enable
more drive axle AB brake torque. The brake system is utilinedimal when AB are
engaged 100% and when the temperature of the FB is kept astacbnalue, i.e. the
heat dissipated from the FBs equals the FB brake power irgméry balance). A
high FB temperature increases the steady state perfornfiaigber downhill cruising
speed) of the vehicle since the FB heat dissipation inceeafth temperature (more
radiation), see Figure 4

Therefore, the controller is shifted to a one that trackSfereace in FB tempera-
ture instead of vehicle speed (TM). This approach resultoth increased safety by
avoiding fading and increased transport efficiency by ugiBg, when needed, to in-
crease the maximal downhill cruising speed. Furthermbegterface between driver
and vehicle can be kept similar to existing ones.

2. THE RETARDATION SYSTEM

The complete retardation system in a heavy duty vehicleilsuquby several chassis,
transmission, and engine systems. On the chassis there@difterent type of FBs
that dominate the market, drum brakes and disc brakes, e#ithlifferent force and
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thermal properties. In this paper, the focus is on the diakédtype, since it is the one
that probably will dominate the truck market in the fores#eduture. During braking,
the brake cylinder is filled with pressurized air creatingialpforce on the piston. This
force transfers to the pads and creates a clamp force ondheatid hence a brake
torque is generated on the wheel. The kinetic energy of thicleeis transformed into
heat that transfers from the disc by convection and radidtathe surrounding air,
and by conduction to the hub, bearing, axle etc. .

The characteristics of the FB can vary significantly due giviariations in the fric-
tion properties between pad and disc. Depending on, e gtelisperature, humidity
of the air, temperature of the air, and non—wanted coatikggtad salt and rust, the
friction can vary strongly. Two phenomena callfedling andglazing affect the fric-
tion between pad and disc. Fading is a loss of friction whentéimperature exceeds
a certain level. For disc brakes this begins aroéo@ C. Around800°C there is only
approximately 40% of the friction a&00°C left, and at900°C the pads burn. These
temperatures correspond to measurements a few mm undestheudface. Glazing,
on the other hand, occurs when the FB is used too little. Ifdtieer never uses the
brakes for high power retardation, a low friction layer vatvelop between pad and
disc, resulting in bad brake performance. It is, in—facti@bpem for the industry that
drivers tend to use the disc brakes too little, resultingad braking performance and
low traffic safety. Low usage allows not only undesirabletwgs to accumulate on
the disc but also rust and dirt on the brake mechanism. Wheonies to glazing, it
is not easy to quantify exactly what "too little braking” since it depends on fac-
tors such as the surrounding environment, disc and pad isaterd disc temperature
when braking. A rule of thumb used is that one or two high pdwake manoeuvrers
should be made each week to clean and condition the discsdravanted surface
coatings.

Several types of ABs (also callethn-wear brakes) are on the market and they
are all characterized by their non—wear propertiggdrodynamic retarder s, engine
compression retarders, engine exhaust retarders, andelectromagnetic retarders
(eddy-current brakes) are some examples. In this paper, only the exhaust type of
retarder (engine brake) is used to represent the AB sinseaitstandard component
mounted to almost all Volvo trucks. The Volvo Engine BrakéE@) is a combina-
tion of a compression and an exhaust retarder and is pareoérgine. Since it is
mounted in front of the gear box it is also callpdmary retarder, see figure 1. The
exhaust retarder is a controllable valve mounted on theuwesthaanifold of the en-
gine. When engaged, the valve prevents the exhaust gasedléreing out from the
engine, thereby increasing the pressure in the exhaustaithrand therefore gener-
ating a negative (braking) torque on the driveline. The giple of the compression
retarder is almost the same as for the exhaust retarder.tPareotch on each camshaft
exhaust lobe is used to modify the intake and exhaust phédske engine. Making
the normal exhaust stroke a compression stroke, the exgasss are compressed.
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Fig. 1. Overview of a Volvo retardation system

When the piston is almost at its top dead center, the exhalstsare opened, and
the piston is therefore prevented from "bouncing down”, antkt retardation force
is generated on the piston. The VEB transfer vehicle kiratiergy into heat of wich
approximately 40% is transfered to the which is then tramnsteto the engine cooling
system and 60% via the exhaust gases.

In Figure 1 the main components of the retardation systerd imsthis paper are
presented. The foundation brake power is distributed owladlels (including trailer)
whereas the auxiliary brake works only on the drive axleil@rs.only have FBs and
often of disc brake type. A typical combination for grossieéhweight 60 tonnes has
a draw bar trailer with 5 or 4 axles whereas a typical 40 tonlmoation has a trailer
with 3 axles.

2.1. Vehicle model

In order to design and evaluate an integrated retardatiotralter a mathematical
vehicle model was built. The model is very simple and thexe$uitable for controller
synthesis. The main equations of importance for the devedop of VM and TM
controllers are presented below.
Longitudinal motion equation

mo = Fcng_Fair_Froll_Fgradc_

—Fap — FrB
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Fair = airv2
Froll = C'rullTn
Fyrade = mygsin(a) (1)

Feng is the propulsion forceky;,, Frou, and Fy,q.q. are resistance forces adth g
andFrp are AB and FB forces, respectively.

Foundation brake dynamics
First order dynamics with a time constdfitg = 0.4s is assumed for the FB. This
corresponds to the pressure build up in the brake cylinder.

Irp = TL(FFBreq — Frg) (2)
FB

The temperature dynamics of the FB is a distributed protedswhen represented
on ODE form, has to be discretized. Here 2 masses are usedsesped by, and
T». In Figure 2 the "position” of temperaturd andT; are shownT’ represents a
temperature 3 mm from the disc surface at radius of 170imepresents a temper-
ature 15 mm from the disc surface at a radius of 32mm, i.e. 3 ram the spline that
mounts the disc to the axle. Heat fading is representetgnd it is therefore used
as reference temperature for the TM controller.

Ty = gin — c1(T1 — Ta) — c2(v)(T1 — Tamp) — €3 (T —Tiw)
TQ = C4 (Tl — TQ) — Cs (1)) (TQ — Tamb) — Cp (T24 — T4 ) (3)

amb

¢in is the FB brake power, i.e,, = Frpv. ¢; andcey are heat conduction constants,
c2(v) andes (v) are vehicle speed dependent convection variables¢aaddcg are
radiation constants.

Auxiliary brake dynamics
First order dynamics with a time constah{g = 0.3s is assumed for the AB. This is
the pressure build up for the exhaust and compression brakes

. 1
FAB - T—(FABreq - FAB) (4)
AB

Engine dynamics
First order dynamics with a time constéht,, = 0.4s is assumed for the engine.

1

Feng = T
eng

(Fengreq - Feng) (5)
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Fig. 2. Measurement points that correspond to foundatiakebtemperatures; and7s

3. PROBLEM FORMULATION AND MODE SWITCHING

As described earlier the main idea of the MSCC is to enabldiilier to set a reference
speed, as in a conventional CC systems (except for the FB}han assist the driver
in situations where the chosen reference speed is to higmeeds to be lowered
in order to keep the system within safety limits (FB tempam@t A typical "normal
driving” sequence is shown in Figure 3. The driver has enddge CC to trackys =

v1. At time t; the downbhill slope increases fromy, to a. Since the available AB
torque is not sufficient for the CC to traek, the vehicle will overspeed. Therefore, it
is necessary for the driver to interact with the FB shorttgiafimet;. The CC is now
turned off and the vehicle is manually controlled by the driuntil timets. Attime ¢
the vehicle speed is, and the driver can shift down to increadg (shift down) and
engage the CC with the new lower set spegdrlhis new set speeds, is not trivial to
find and in practice the driver has to make an iterative procedf lowering speed and
shifting down to find a suitable,. By actively controlling the vehicle speed, clearly
the overall driver and safety situation can be approved. fireeobvious approach
would be to automate this normal driver behavior by contiraly calculating the
new set speed, and then, when the vehicle over speeds a predefined levetheise
FBs and gear box to achieve the new set speed his approach does however not
improve the retardation performance of the vehicle sind®és not include the FBs
more than previously. One way to achieve this is to alsozatilhe FBs to control the
vehicle speed not only in situations where the speed is rediot also in situations
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h A
Uss = U1 manual Uss = U2 Uss = Y1 manual Uss = U2
(%) U1
V2
g
—— >
131 time 1 ta t3 time
(a) slope (b) speed
4 A
Uss = U1 manual Vss = U2 VUss = U1 manual YUss = V2
Fapo gy Ng2
FFBmax2 m
Fap1 / Ng1
FFBminl,Q - > - >
t1 ta t3 time t3 time
(c) brake force. Dashed AB, solid FB (d) gear ratio

Fig. 3. Typical manual (skilled driver) downhill driving geence. Foundation brakes are engaged for a
short time to reduce vehicle speed to enable gear down Shitnew vehicle speed is the stationary
speed that can be held using only auxiliary brakes.

where the speed is kept constant as described in sectionslapproach introduced
a need to also control FB temperature in order assure saidtjha control problem
can therfore be split into one mode where the vehicle speedrigolled (VM) and
another where the FB temperature is controlled. In this@ethe overall algorithm
that integrates (mode switcher) the VM and TM is presentatiiarthe following
sections the sublevel VM and TM controllers will be desadila@d analyzed. Finally
simulations of the complete controller will be presented.

To achieve a well performing mode switching §) algorithm several aspects must
be covered. Most importantly the safety in terms of vehipleesl and FB temperature
must always be ensured so that the vehicle is not travelistgrfahan the driver set
speed and that the brakes do not fade. At the same time it igrtangd to minimize
the difference between driver chosen set speed and acteatl spe. to utilize the
brake system to the fullest. For the MS, the most importayradito decide on when
to switch between VM and TM is of-course the FB temperatiketlat indicates
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fading). If the temperature of the FBs is greater than a giregl limit (or reference
Tier in TM) a switch from VM to TM should be done, i.e. the vehicleesd should
be reduced in order to secure safety. The procedure shoulitbeversa if the FB
temperature is under the reference. It is however not entughly use the FB tem-
perature but also the road slope, which is the "driving foaredownhill slopes, must
be used in the switching. One example. Assume that the \eexits from a downhill
slope with TM active and FB temperatufg(¢). If only a temperature reference was
used in the switching criterion, the rather slow coolingalyrics of the FB would keep
the vehicle in TM for a rater long time (depends of-coursetandriginal difference
betweerl; (t) andT}.s). This means that the vehicle could be traveling on a flat,road
or even uphill slope, with TM active where in fact VM should aetivated and the
vehicle should accelerate to the driver set speed. On the bind, since road topol-
ogy preview is not assumed, the switching and activatiorhef¥M must be done
carefully since the downhill slope may continue after a sfat section, potentially
leading to very high transient in FB temperature. If the TMitcoller would be active
on flat or uphill road slopes, the vehicle speed would evéiytba reduced to zero
since the TM controller cannot produce a positive torquedittrolls the brakes).

Therefore the algorithm for switching between VM and TM iglemented as a
state machine with three input signals, generated in thubensodes that each are
described below

Sub mode 1
In sub mode 1 the FB temperatufg J is considered in order to keep control of FB
temperature. The output is:

0 if T1 < Trer
1 if Ty > Toor (6)

Sub mode 2

In sub mode 2 the steady state downhill cruising performafi¢ie vehicle is eval-
uated and compared to the actual slopg. (A maximal stationary vehicle speed
(Vstatspeea) 1S Calculated for every. In Figure 4vgiatspeea @S function ofw is shown
for three different maximum FB temperatur8s0°C' , 400°C, and500°C). In this
case the vehicle combination has 7 axles and a total weigiitohnes. Both the AB
(Volvo engine brake) and FBs are fully utilized and the maadiallowed engine speed
is 2250 rpm. The steps in Figure 4 are due to the discrete gearid engine speed
limitation. Higher FB temperature results in higher statioy speed, much due the
fact that the radiation increases with the temperatureEseation 3. The output is:

0 if a(t) — amax(vss)) <0
1if a(t) — Amax(vss)) > 0 @)
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Fig. 4. Maximum stationary speety(.speca) s function of road slopey) for vehicle with VEB and FB.
Thick line: 71 = 350°C. Medium lineTy = 400°C. Thin line Ty = 500°C.

Sub mode 3

If the driver has chosen a low set speed, relative to the ouroad slope, the vehicle
can over speed if the MSCC controller is in TM, i.e. the systean handle more
brake power than requested in VM. This behavior is of coutd@nceptable and it is
corrected in sub mode 3. The output is:

1if v(t) <wvgs(l4¢)
0 if v(t) > ves(1+¢) (8)

Wherec is a tunable parameter defining the acceptable oversheot in

The state machine used for the MS logic is represented byrukie teble in Tab.
1. In Figure 5 one example of the MS, VM controller, and TM colier behavior
is shown (the VM and TM controllers are presented in the failhg section). In this
simulation the road slope is increased from a small slopéame and back again. The
vehicle starts in VM and row 2 (no overshoot in speed) wheeedttiver selected set
speed is 18m/s. The slope increases much and a transitiow #his made. The mode
is unchanged and to keep, the FBs are engaged. After a while the FB temperature is
increased tdr and a switch to TM is made by a transition to row 8 directlydaled
by a jump to row 16. The vehicle is now in TM and the vehicle sheeis decreased.



P. LINGMAN AND B . SCHMIDTBAUER 10

Table 1. Truth table representing the state machine for nswd&ching. Mode(t) = 1 gives TM and
mode(t) = 0 gives VM. The mode at the previous time sample is named Mait(t

Row Mode(t-dt) submodel submode2 submode3 Mode(t)

1 0 0 0 0 0
L7 0 0 0 1 0
3 0 0 1 0 0
42 0 0 1 1 0
5 0 1 0 0 0
66 0 1 0 1 0
7 0 1 1 0 0
83 0 1 1 1 1
9 1 0 0 0 0
10 1 0 0 1 0
11 1 0 1 0 0
12 1 0 1 1 1
13 1 1 0 0 0
14 1 1 0 1 0
15 1 1 1 0 0
16 1 1 1 1 1
0.081
T 0.06f
= 0.04*‘ : L
O'020 1(50 260 360 460 560 660 760
'5‘ 400+ : :
o
— 300
&~
S 2000 160 260 360 460 560 660 760
* 20¢
(]
< ——L/—/
e
= 101 : !
g .
.§. 0 100 200 300 400 500 600 700
b=}

time [s]

Fig. 5. One example of the mode switching strategy. By ugieditakes, vehicle speed is kept at the driver
selected set speed. Eventually, the foundation brakesri®¢o warm and the speed is reduced
by switching from velocity mode to temperature mode. Fingle slope is reduced. The founda-
tion brakes are warm but the auxiliary brakes are enoughep Kee driver selected set speed and
therefore a switch back to velocity mode is made.
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Finally the slope is decreased and a transition to row 14vi@d by a transition to
row 6, is made and the MSCC is now back in VM. Once the FB tentpezés below
T,s @ transition back to row 2 is made (no change in mode). Thisessee of events
is marked by numbers 1 to 7 in Tab. 1.

4. VELOCITY AND TEMPERATURE MODE CONTROLLERS

Once the framework of the MS controller is designed, sublleestrollers for both
modes must be designed and tuned to operate smoothly wit$hén this paper the
focus is on handling the integration of FB into the framewofla cruise controller.
Therefore, the focus in this section is on the TM controlkher than on the VM
controller. Constant speed or constant distance contsale already well established
on the market even if they usually do not engage the FB at allvdver, we start by
designing a VM controller using linear quadratic contiol)) with integral action.
LQ controlis, as indicated by the name a linear model basett@synthesis solving

a quadratic criterion function. The control signal(scalar here) is constructed by
multiplying the system state vectar)(by a constant vectory), i.e. theu = —Lz. The
state feedback gai, is obtained by solving the algebraic Riccati equation,dfiqun
10, that minimizes the objective functios, in Equation 11. The coefficient matrices
R, and R, in the quadratic objective functiod, can be seen as tuning parameters for
the controller. By increasing, the control signal is punished, resulting in a slower
convergence to the reference value and lower control sigaration, see [3] and [4].

0=SA+A"S — SBR;'BTS + R, (9)
L =R;'BS (10)
J = BE{z"Ryz 4+ u" Ryu} (11)

The model used to derive the VM LQ controller consists of thrggitudinal force
balance in Equation 12 below and a model for the road slep&gcording to Equation
14 below, see [5]. The control signald)(is the longitudinal forceF’, that is distributed
between the engine, ABs, and FBs according to Equation I8wbehereFapmax iS
the maximum available AB force, i.e. if the requested forEgi€ positive propulsion
force is requested from the engine and if the requested feregative the AB is used
and if that is not enough FBs are used in complement to the AB.

mi):Fcng_Fair_Froll_Fgradc_

—Fap — Iy
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mo=F — mgo — Fron — Cvailrv2 = fl (12)
Fopg if —F>0
_FAB if — FABmax <F <0
_FABmax - FFB if F < _FABmax (13)
d:_a/Ta+Va:f2 (14)

It is clear that the first state equatiofy, in Equation 12 is non-linear. Therefore,
linearization has to be performed in order to use LQ cordra@nthesis. The first or-
der Taylor expansion is according to Equation 15 where:, define the linearization
point. If the point of linearization is a stationary poiit(zo, uo) = 0) for the system,
the non-linear state equation in Equation 12 can be diregatitfen as a linear time
invariant systent = Az + Bu andy = Cx + Du, that can be used to derive the LQ

controller.
F(z,u) = F(xg,u0) + Vo F(x0,u0)(x — 20) + Vo F (20, up)(u — ug)  (15)

Linearization atv = vy including integral action yields:

_2Cairvss/m ) 0

e 0 —1/T.0
1 0 0
B=[Loo]"
r=[v-vs a [(vs-0v)]"
u=[F~ Fon]

In Section 6 simulations are shown for the VM LQ controlleed@nding on
loading conditions, environment, and reference speed ter&tardation strategy,
that utilizes the FB without restrictions, may result inigB temperatures, i.e. the
available brake power is not enough. Therefore, the obofithe TM brake strategy
is to restrict the FB temperature to a constant predefinedsafel level (limit or
reference). The choice of FB reference temperature is a-tafdetween safety and
speed. If a high reference is chosen the VM controller candee dor a longer time
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before the speed must be reduced by the TM controller. Aafthtly also the contin-
uous power input to the FB can be higher due to the increasededissipation at
high temperatures, see Equation 3. On the other hand ifxionple, the driver must
suddenly engage the brakes hard to avoid a collision, a leifgiance may result in
fading and low brake capability. Here we have chaBer= 350°C as referencel{..;)
which ensures full emergency brake capability. By alsaaiiy maximum available

AB torque (MaBmax) @nd by controlling the gear ratio so that the engine speed is
maximal, Fag becomes also maximal. Therefore, the difference betweeprdset
speed {ss) and actual vehicle speed is minimized and the constramispeed and
temperature are held, yielding an optimal driving behavidne can say that the
level of conservativeness of this driving strategy is adjole by altering the FB
reference temperaturé(). As can be seen in Figure 4 higher temperature increase
the stationary speed. Equation 1 and 3 can now, togetheithétioad slope process,
be rewritten into the following system of state equationgreractuator dynamics are
neglected due to much faster dynamics than the temperatnearics of the FB’s.

state equations

Ty = £ oy(T) — Ty) — (30 — ca)(Th — Tomp) —

C1

o os(T = T,) =h
Ty = ce(T1 — To) — (crv — cg) (T2 — Tamb)— (16)
co(Ty — Tor) = f2
"ﬂr“.}:Tnga_F‘FB_M_F‘I"(,)ll_(jairv2 :f3
& =—a/Ty+ Vo = fa

The state vector is = {T1, T, v, o} and the control signal is = Frp

Performing a linearization of Equation 16 in a stationarinpgields the following
system matrix and control signal vector that can be usedah. € design. However,
since A, B vary over the operating range of the system, it is not sufficie design
one controller, valid only in the neighborhood of one stadiy point. This is also
true for the VM LQ controller derived in Section 4 where thesteyn matrix varies
with the speedy. One remedy for this problem is to utilize gain schedulireg £6].
The main idea with gain scheduling is to calculate contralsldor the system in
several operating points. When this is performed a familiirefar controllers, each
valid around one specific operating point, is obtained. Sulieg variable/variables
can then be used to choose the control law that best desc¢hibesctual operating
condition of the process. Usually linear interpolation $&d to extract a control law
from the family of control laws. Gain scheduling results ime@n linear controller.
Linearization yields:
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3 Fi
—cg — c3vg —cq — 4es Ty —c2 —23“ —c3(Tho — Tamp) O
3
A Co Ceg — C7U0 — 409T20 —C7 (TQO - Tamb) 0
= MABmaxWengmax
0 0 —AB U;J £ - 2CairU0 mg
0

0 0 0 -

5. GAIN SCHEDULING AND SIMULATIONS FOR TM

The selection of scheduling variables is one of the main tipreswhen it comes to
gain scheduling, and the final solution is often found aftens testing. In this paper
two different scheduling strategies are proposed and atedu The first scheduling
strategycase 1, utilizes the road slope as scheduling variable and cdetedre calcu-
lated at stationary points corresponding to different relages. The second schedul-
ing strategycase 2, follows the framework of velocity based linearization deped

in [7]. In case 2 a transformation is performed to obtain advithear representation
in every operating point of the system. By using speed and stigpe as scheduling
variables, controllers can be calculated both at statioaad non—stationary operating
points.

5.1. Linearization only in stationary points, case 1

One guideline in the selection of scheduling variablesas the scheduling variables
should vary slowly, i.e. it not vary faster than the processaanics. Before proceeding
with the selection of scheduling parameters a state tramsfioon is performed to
obtain an "energy based” description of the system. By plyitig f5 in Equation 16
with the speedy, a new state and control signal can be introduced. Ststeeplaced
with the kinetic energy per unit mass?/2, and the original control signakg, is
replaced with the FB brake powdfrgv, see, Equation 17.

Ty = £E80 — ) (T — To) — (c3v — ca) (T4 — Tamb)—

1

. C5 (T14 - T;Lmb) = fl
Ty = c6(T1 — T2) — (c7v — c8) (T2 — Tamb)— 17)

C9 (T24 - T;Lmb) = f2

muo = mgva — Frpv — J\/[ABmaxwengmax — Fonv — Cvailrv3 = f3

&= —a/Ty + v = fa

linearization now yields:



15 UTILIZING FOUNDATION BRAKES

—c3(Tho-T,
—cg — caug — cq — 4esThy —co e e mb) 0
—c7(T20—Tam
e Co c6 — crvo — deo Ty er o ) 0
0 0 goo _ Fron _ 3Cairvo gvo
Vg muvg m 1
0 0 0 — 7

B=[Xo-20]

The new linear representation of the system has now a systenixrthat varies
with 71, T5, v, anda. In case 1 the controller is scheduled for different operati
points that correspond to stationary points for the sysfeme. road slope is used as
scheduling variable. Temperaturés and 7, are assumed to be constant (reference
value) andv is the corresponding stationary velocity of the vehicleisTheans that
the linear controller derived for each stationary situatias to work also when the
vehicle is far away from stationarity. For example, as shawhkigure 3 where the
controller should be shifted at timg where the slope changes fram to a,. This
means that the controller used to reach stationarity at#tirhas to handle the transient
situation between, andts. This is one type of model error which is obvious during
the transient phase. Another modeling error, though notaltlee scheduling strategy,
is the variation in the friction coefficient between brakelpand disc. In order to
reduce steady-state errors due to model inaccuraciesahtagion or some kind of
adaptation should be used. In this paper integral actiomj@demented in case 1 and
therefore, in order to ensures integral action on the raferealue, the design of the
LQ controller is based on the augmented system in Equatiofi& control signal,
u, is defined according to Equation 19 wheig is the feed—forward gain for the
incremental reference signakr, and L* is the state feed—back gain. A bias term,
(3, appears also in the control signal according to EquatianAtQoverview of the
proposed controller in case 1 is shown in Figure 6. The chofceheduling points
and the choice of penalty parameters in the criterion foncire presented in Section
5.3.

d .. [A0],. [B 0

a(Az)— {_1 O} Az* + [O}Au—l- |:1]AT (18)
u = ug + Au
u=wug+ K;Ar — L*(z* — xj) (19)

u=p+KAr— L*z*
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Fig. 6. Overview of gain schedule controller, case 1

5.2. Velocity based linearization, case 2

In case 2 the linearization procedure from case 1 is extemoaubn—stationary
operating points by using both andv as scheduling variables. In order to achieve
this, a linear representation of the system in EquationHat, is valid in the whole
operating range of the system, must be found. The veloci&gdframe work in [7],
offers a mapping of a non-linear set of equations to a lineasequations that is
valid at every operating point of the system, i.e. not only near stationary operating
points. By taking the time derivative of the first order appneation in Equation 15
the constant terni’(z, uo) is eliminated and a linear system is obtained, see [7].

By reformulating the first order approximation according#p

& = {F(Xn,un) — Vo F(@n, un)Tn — Vo F (2, un)un t +
Ve F (T, un)x + Vo F(x,, uy)u (20)

where the state and input are the same at every operatingypoin
Taking the time derivative of Equation 20 yields the velp&iased linearization.
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W =V F(Zp, un)w + Vo F(2y, un)l (21)

The number of states is now twice the number of states in tigénat system. It
should also be noted that the control signal now.iglsing Equation 21 on the system
in Equation 16 yields:

. A, 0 By | .
Ttot = A, 0 Ttot + o |

where
Ttot = [Tl TQ VU T1 T2 1)2/2 Oz]T
A, = [Al Ag}
—Co — C34/2%3n — Cq — 4C5x?n —Cy
C6 c6 — C7/2T3n — 4coT
A = 0 0
0 0
7C3(I1117Tamb) 0
V23,
—¢7(Tan—Tamb) 0
A2 = gTan F, 11213n
m - m\/rQZ—gn - 3C(air\/ 2(17311 gv 2x3n
b -
1000
0100
Aw = 0010
0001
and

By =[5 05 0]

Since the states do not appear on the right side af in Equation 21, onlyw
must be considered in the controller design. However, sineemain output of the
system is the disc temperatufg,, the state vectory, is augmented witl/;. The
equation used in the design of the controller is given in Equa&22 which is a non-
controllable (the rank of the observability matrix is 4) lstibilizable system, since
the non-controllable road slope process is stable, see [3].

. A, 0 By, | .
Ltoty,.5 = [ 1 0:| Toty,. 5 T |: 0 ]u (22)
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Fig. 7. Overview of gain schedule controller, case 2

An overview of the gain scheduled controller, proposed Becd, is shown in Fig-
ure 7 wherek,. (= L(5)) is the reference value gain which is designed to obtain zero
steady state error from reference value to output. Vehpeed and road slope are used
to find the right control law/.. The reference value and feedback are then summarized
and integrated to form the FB power request. The saturaftenthe integrator is re-
quired since the foundation brake force is not allowed tdawsign.

5.3. Simulationsfor temperature mode

The tuning of the penalties in the criterion function and emof scheduling points
should be done based on analysis in both the time domain aqddncy domain.
Transient responses must be analyzed in the time domain @ndntargin, phase
margin, internal stability, sensitivity function, and cplamentary sensitivity function
should be analyzed in the frequency domain. However, shisgaper only considers
the feed—back design without observers, the frequency ilasaot considered in the
controller tuning process. The stability and disturbarmesgivity properties of the
closed loop system are in fact very good (even unrealistit|musing LQ synthesis
without observers. For example, the gain margin for redgaed is never lower than
6dB and the gain margin for increased gain is always infinity.

In systems that have constraints in, for example, actuaiyitudes (saturation)
the time domain analysis is very important and exposes pnobkhat are not shown
in the frequency domain. From Equation 17, it is clear thétemthe process dynam-
ics are formulated in TM, one unstable pole is introducedubh the road slope in
Equation 17. This open loop unstable pole is always moveddosed loop stable
pole when the feed—back is designed with LQ methodology.éew since the con-
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Table 2. Seven stationary points that are used as schegudings for case 1
afrad] T1[°C] Fy, [N] v [m/s]

0.05 350 3384 15.8
0.06 350 4157 12.6
0.07 350 4897 10.5
0.08 350 5649 9.1
0.09 350 6361 7.9
0.10 350 7100 7.1
0.11 350 7842 6.4

trol signal is restricted to only positive values (satwajj stability may not always
be achieved. When the conditiofiyg > Fyrade — Fron — Flir, 1S fulfilled the vehi-
cle speed is decreased to zero. To avoid this, a stabilizitigrais implemented by
decreasingFag When Frpreq < 0, See Equation 23. Whergneel, Ny, and Ny are
wheel radius, gear ratio, and final gear ratio respectively.

stabilizing action:
Zf FFBreq <0
MABrcq - MABmax - (FFBrchwhccl)/(Nng) (23)

To be able to compare the two scheduling techniques, st@omess for a small
step in the road slope around steady-state operating emmslivere studied. The
controller in case 1 was scheduled in seven different statipopoints according to
Tab. 5.3. In case 2 scheduling was performed in all the coations of {«, v} as
shown in Tab. 5.3. In order for both the controller to spang&mme working domain
the case 2 controller was scheduled also for the spee@5 m/s, i.e. 56 scheduling
points in total. The tuning was then performed so that thérodiars in the scheduling
points of case 1 had the same step responses (10% increaseroad slope) as the
corresponding controllers in case 2.

For the simulations in TM the following setup was used:

Penalty parametersfor case 1 (samein all scheduling points):

9%x10°000 O
0 000 O
R, = 0 000 O
0 000 O
0 0005%103

Ry =[1]
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Fig. 8. Step responses for temperature mode with CVT. Thermar temperature transient is approx-
imately 8.6% over the set temperature. Stabilizing actisraetive (dip inM,.},) at every slope
change to ensure stability. Thin lines are for case 1 and timies are for case 2.

Penalty parameters for case 2 (samein all scheduling points):

0000
0000
Ry=1]0000
0000
0000 5%103

o O OO

In Figure 8 the vehicle drives on a 5% road slope with warmddig¢ distance
2500m the road slope increases to 6%. The CC in TM then inerdesFB force
resulting in a temperature transient peak value of ardstdC and a reduction in
speed. After this transient the disc temperature is cdettalown to the reference
value of350°C. At 6000m, 9000m, and 20000m the slope is increased to 8%, de-
creased to 6%, and 5% respectively, and the FB and AB foreesdnsted to achieve
temperature control. Note that the stabilization is at#islareduction of the VEB
torque (M,.p,)) at all the transients. Thin lines are for case 1 and thickdiare for
case 2.
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Fig. 9. Step responses for temperature mode with discretebgs. Without feed—forward and hysteresis.
A limit cycle arise due to the discrete gear box. Thin linesfar case 1 and thick lines are for case
2.

5.4. Simulationsfor full power mode and discrete gear box

In the previous sections the controller was derived basetlidealized, continuously
controlled gear box. In reality there are gear boxes withioaously variable ratio,
(CVT). CVTs are however not used in heavy duty vehicle applioatidherefore,
since all gearboxes on heavy duty vehicles are of discrei tye control of the en-
gine speed must be reformulated. By calculating the coatiswgear ratio, required
to keep maximal engine speed, a discrete gear ratio is @utdiy choosing the gear
level closest to the continuous ratio. Simulation resulng the same vehicle and
controller setup as in Section 5.3, and a discrete gearbexsteown in Figure 9. The
controller performance is deteriorated by the ratio eMénen the road slope is con-
stant at 5% a limit cycle arise where, for example, the FB &rafure varies between
330°C to 370°C. Further, the controller reacts rather slowly to the disturce in gear
ratio. A remedy to this could be to feed forward the measuersdio (force) error to
the controller. This is done by adding the AB force differebetween continuous and
discrete gear box)\ Fy., to the requested FB forcégp,.q, See Equation 24. Addi-
tionally, hysteresis was implemented in the sampling/gfto Ngq. In Figure 11 a 5%
hysteresis in the gear sampling is shown. The solid line Mgpto N,q if N, > 0
and the dashed line map§, to Nq if N, < 0. In Figure 10 the step response for a
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Fig. 10. Step responses for temperature mode with discestelipx. Feed—forward and hysteresis are im-
plemented. The temperature variations are reduced cothfavéhen feed—forward and hysteresis
where not used. Thin lines are for case 1 and thick lines aresfee 2.

discrete gearbox using 1% hysteresis is shown. On the 5%ardrsdope section there

is still a limit cycle present. The period distance for thetEBiperature is around 1000
m and the variation is betweed0°C' to 360°C, i.e. a clear improvement compared
to the case where no feed forward and no hysteresis were used.

FFBrcq = FFBrcq + AF‘gc

ARy, = Me =M f;)MVEbe (24)

A more accurate temperature control can of course be achigveetting the hys-
teresis in the gear shifting to 0 but then gear position iftesthito often. There is
clearly a trade—off between accuracy in the temperaturér@oand how often the
gear is allowed to be shifted.

5.5. Robustness

As mentioned earlier controller robustness must be studidwdth the time domain
and frequency domain. The time domain analysis is very itapbin systems that,
for example, have constraints in actuator amplitudes.dlelnass, road slope, and FB
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Fig. 11. N, mapped taNq with 5% hysteresis. Solid line: increasing continuousoraashed line: de-
creasing continuous ratio

temperature are measured or estimated quantities usee @ofitroller design and as
feed—back signals. The controller must therefore handleigmtions in these signals.

\ehicle mass

In modern heavy duty trucks the mass of the whole combinasiestimated in soft-
ware. The accuracy of the estimation is affected by sevengbles like the quality
of engine torque estimation and vehicle speed measure@anther problem in the
estimation of vehicle mass is the possible lack of persisiraitation, i.e. the longi-
tudinal forces acting on the vehicle do not have enough sitieo yield a perfect
vehicle mass estimate [5]. Therefore, the TM controllersimobustly handle the
modelling error introduced by the vehicle mass parameteFigure 12 simulations
are shown for the same setup as shown in Figure 8. The onlgrelifEe is that the
vehicle mass in the controller design process has beerdvafiecting the controller
gains). The real vehicle mass is 60 tonnes and controlleesemtesigned for 60, 50
and 70 tonnes#17%). Clearly the control of the FB temperature is affected kg th
modeling error in the vehicle mass. However, the perforraasicather good consid-
ering that the perturbation in vehicle mass (i.e. vehiclesrestimation error) is large
(17%).

Road slope
The perturbed road slopey,..t, is modelled as filtered white noise, , added to a
filtered road slope process;, see Equation 25 wefE, = 10%s andT, = 5s.
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Fig. 12. Robustness to variations in the vehicle mass. Thés lare for case 1 and thick lines are for case

2. Solid line: 60 tonnes, Dashed line: 50 tonnes, and Doited 70 tonnes. Real vehicle mass is
60 tonnes.

Qpert = Oy + ar

day,
v = _Tl/—
@ ds T
d
ap = —Taﬁ +« (25)
ds

In Figure 13 the effect of measurement errors in the roadesipe shown. The
accuracy in the control of the FB temperature is deterioréaeboth case 1 and case
2. There is, for example, a rather large overshoot in the Bigefmperature and a
corresponding undershoot in the vehicle speed at 6000nmn@this transient (also
at 3000 m) the stabilizing action is active in case 1. Theiktaly action introduces
a modeling error into the state equations used in case 1niddeling error does not
appear directly through the AB force but rather indirectigni changing stationary
scheduling points. In case 2, the modeling error causedéwgttbilizing action does
not, as seen in simulations, affect the control as much asse ¢. When the AB
torque is changed, an error is introduced into the contgmaliin case 2 since the
time derivative ofM s Bmaxwengmax 1S NOt zero. The result is acceptable considering
that the perturbation in the road slope is rather large withks of+50% and long
periods of time aroune-20%.
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Fig. 13. Robustness to perturbation in the road slope. Tliiek case 2, Thin line: case 1. Solid line: No
perturbation, Dashed line: Perturbed road slope.

FB temperature

Typically the FB temperature is an estimated system stkeetlie vehicle mass, and
therefore it is important that the TM controllers can harelirs in the foundation
brake temperature. By altering parameters in Equation 3vehRetemperature model
is derived. This new model is then used to create a pertarbati the state vector
Tot, - IN Figure 14 the effect of a perturbation on the FB tempeeatlynamics is
shown. The thin solid line is for the non—perturbed case aedhick solid line and
dashed line are for the perturbed case. Clearly, a bias iRBhitemperature measure-
ment results in a bias in the FB temperature. Also here thmligiag action is active
at 3000 m and 6000 m.

Friction between brake pad and brake disc

Slow variations in the friction between brake pad and brailecaused by several
factors. Typically, a surface coating that reduces thdidmicis created if the power
input to the brake has been low for long periods of time. Aeourface coating that
lowers the friction is rust on the disc due to road salt, highmhdity etc. . Therefore,

the brake controller must perform in a robust way even wheretis a disturbance in
friction. In Figure 15 the friction has been reduced by 20%cfise 1 and case 2. Also
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Fig. 14. Robustness to perturbation in the FB temperaturamjcs.Thick line: case 2. Thin line: case
1. Solid line: No perturbation. Dashed line: Real FB tempeswhen perturbed. Dotted line:
Perturbed FB temperature dynamics.

the non perturbed system is shown. Both controllers ardestali there is a rather
large undershoot in the vehicle speed at 6000 m for case b.hdee the stabilizing
action is active at 3000m and 6000m

6. SIMULATIONS USING REAL ROAD PROFILES

Measured road profiles from the french alps (Isere) are tseerify the functionality
of the MSCC. In Figure 16, 17, 18, and 19 simulations are shimwvthe MSCC on
four different road profiles. These road profiles are veryllehging due to sections
of very steep decents combined with a high rate of changeojreslAll simulations
are done with the mode switching algorithm in Section 3, @3#&1 controller (ve-
locity based scheduling), driver set speed= 15m/s, and FB reference temperature
T1ref = 350°C. On the first road, Figure 16, the VM is active all the time, iteere
is no need to reduce the speed under the driver selectedessd.dp Figure 17 the
TM is activated two times. The first activation is due to highization of FBs on
the downhill slope between 2000 m to 3500 m causing the vekjpted down from
15m/s to approximately 9m/s. There is also a transient indRfperature that is rather
high (30% overshoot) due to a very fast change in road prafifietined with a high
set speed and heavy combination (60 tonnes). In the secatindtan of TM there
is almost no change in vehicle speed, i.e. in this case teearte temperature cor-



27 UTILIZING FOUNDATION BRAKES

20

v [m/s]

400
380

360

T [°C]

340

320
0

distance [m] x 10

Fig. 15. Robustness to variations in the friction betweeképad and brake disc. Thin lines: case 1. Thick
lines: case 2. Solid lines: No perturbation. Dashed lin88b 2lecrease in friction.

responds to the set speed for this particular road profifactndue to the decrease
in downhill slope starting at 5800 m, the TM controller inases the vehicle speed.
This causes a switch to VM (sub mode 3 in Section 3 ) at 5950 adyming a small
overshootin vehicle velocity. On the third road, Figured®ce again the TM is never
activated and the driver set speed can be kept at all timeyuka complete brake
system, even if the initial FB temperature is rather highe Toad profile in Figure
19 is very demanding causing a 30 % overshoot in FB temerafir4600 m the
TM is activated but since the downhill slope decreases fastily after this switch
no reduction in vehicle speed made. Instead, like in Figirdtie VM is activated at
4800 m to avoid overspeeding. At approximately 5500 m a vergpsdownhill slope
starts, causing a switch to TM and a rather high overshooBitefheprature. Overall
the performance is very good for the MSCC algorithm. Swiighbetween VM and
TM ensures that FB fading is avoided with good marginal (igditarts a600°rmC)
and that the same time the complete brake system is utileéuetfullest to ensure
good driver comfort and transport efficiency.
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Fig. 16. MSCC on Isere 1 road. Set speed is 15m/s. The VM nwdBvays active and the driver selected
set speed can be kept during the whole slope even if the ftiondarake initial temperature is
rather high.
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Fig. 17. MSCC on Isére 2 road. Set speed is 15m/s. When the Bloreases drastically a switch to temper-
ature mode is made. The maximum temperature transient isos3@¥ihe reference temperature.
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Fig. 18. MSCC on Isére 3 road. Set speed is 15m/s. The VM nwdlvays active and the driver set speed
can be kept during the whole slope even if the initial fourmtabrake temperature is high.
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Fig. 19. MSCC on Isére 4 road. Set speed is 15m/s. The ropd sries much causing a switch to temper-
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7. DISCUSSION

The main objective of this paper has been to include the FBsthre framework
of constant speed controllers in order to increase the moaotis braking capacity of
heavy duty vehicles. Safety and transport efficiency arecamed by automatically
switching control strategy between constant speed andarisSB temperature. Ad-
ditionally, also the complexity of the drivers task is reddcSpecial attention is given
the constant temperature controller and the switchingegjyaLinear quadratic con-
trol (LQ) is a natural candidate for the temperature cotdraynthesis since it offers
a way of weighting between control signal activity (air comgption) and deviation
from reference value (FB temperature). Building a familyiogéar controllers using
gain scheduling, is a well known strategy to handle nonalities that has proven to
be very efficient in many practical applications. Anotharywimportant feature for
the future, is that LQ control provides a straight forwardneéincluding road profile
preview by expanding the state vector with samples of thengirtg road slopes. Road
profile preview will probably be available in the future ugie.g. GPS and road topol-
ogy maps. The switching strategy will also benefit from peavinformation which,
for example, can be included into submode 2 to further impithee judgment of the
vehicles steady state capacity.

A comparison between using only road slope (case 1) and usautslope together
with vehicle speed (case 2) as scheduling variables is nidgransient performance
of case 1 is lower than that of case 2. This performance diffieg is believed to
arise from the scheduling strategy rather than from thentyoif the individual LQ
controllers. The model used in case 1 is perturbed in trahsi@noeuvrers whereas
the model used in case 2 accurately describes the procesdualag transients. The
stabilizing action handles the instability well but causesne problems in case 1.
When the AB torque (power) is reduced, the stationary vathas are used in the
scheduling of case 1, are altered. This is not compensated the scheduling. For
example, in Figure 15, the stabilizing action is active Ew6200m and 6800m. In
this interval there is a large undershoot in the vehicle d@e® an overshoot in the
FB temperature. Compensating for the stabilizing actionaseasy since it would
reintroduce a fast scheduling variable (VEB power) intcechs

Since the payload varies in real applications, also the masst be considered
as an additional scheduling variable. This is rather tritdaachieve since accurate
estimations and measurements (air suspension) of thentetsd are available in real
time.

In a real truck application the temperature dynamics of tifferént FBs of the
vehicle are not the same. Different types of FBs (larger aalkendisc brakes) can be
mounted on different axles, and the ability to dissipategyean vary depending on
the installation of the FB (e.qg. air flow). Typically, the ¢tkuis equipped with the same
type of FBs on all axles and the rear axle has the lowest cpalpacity due to the
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installation (less air flow etc. ). One way to solve this is xp&nd the current SISO
controller to a MIMO controller where each FB force and tenapare is controlled.
Another solution could be to control the temperature of amg axle (master), and
then distribute the FB force according to some predefinateglThe master axle and
the FB force distribution should be chosen in a conservatiag to ensure that no
axles are overheated.

It should also be mentioned that the framework can be exmhtalalso cover
more advanced cruise controllers. One example of this aptae cruise controllers
(ACCs), that utilizes ABs and FBs to keep a predefined condiatance to the vehicle
in front. One common feature of most of theses systems istligaFBs are utilize
conservatively, only for short durations of time (withou® Eemperature feed—back)
to ensure that no heat fading occur. By instead utilizingrtioele switching strategy
presented in this paper, both performance and safety am@uag.

8. CONCLUSIONS

Controllers and switching strategies have been developetbordinate auxiliary
brakes, foundation brakes, and gear box. The controllethsgis, based on a non—
realistic continuously variable transmission assumptisshown to work well also
for a realistic discrete transmission. It can be concludthed the performance of the
retardation system can be increased, even compared tedsdtiivers, by utilizing the
complete brake system of the vehicle. Additionally, saéeitjcal fading situations can
be avoided by controlling the foundation brake temperatusage of real measured
road profiles and extensive simulations show that the dlyaris robust to realistic
disturbances.
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Abstract: In this paper the development of open loop optimal trajec-
tories for downhill driving is described. Problem formulation including
process modeling, model simplification, transformation into a finite opti-
mization problem, and implementation into the TOMLAB optimization
package are presented. Non—linearities introduced by the vehicle model,
environment model (road slope), and the discontinuous behaviour of the
gearbox are overcome by carefully smoothening and scaling the prob-
lem functions, and by supplying TOMLAB with analytical derivatives.
Results show that there is a large potential in controlling the complete
brake system of a heavy duty truck and thereby simultaneously improve
both mean speed (transport efficiency) and component wear cost. The
resulting optimal trajectories define the upper limit for what is theoreti-
cally achievable in a real, closed loop, controller implementation and can
be used to both inspire and verify the development of such algorithms.

Keywords: cruise control, downhill driving, fading, auxiliary brakes,
foundation brakes, nonlinear programming, optimal control

1 Introduction

Downhill driving with a heavy duty vehicle requires several actions from the
driver. First of all a proper set speed must be decided upon. To obtain and keep
this set speed the driver has to change gear and engage both foundation brakes
(FB) and the auxiliary brake (AB). A problem is that the driver has almost no
feed-back regarding vehicle mass and brake disc temperature. A common feature
with most kinds of FBs is that they lose their brake capability when overheated (a
phenomenon known as heat fading). Accidents have occurred in which a driver has
chosen too drive to fast downhill, resulting in overheating of the FBs. Other more

Copyright (© 200x Inderscience Enterprises Ltd.
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conservative drivers choose a low speed to ensure that the system is within safety
limits. The drawback is of course a low mean speed. Another important aspect of
strategies for optimal retardation force distribution is how the tyre, pad, and disc
wear are affected. FBs distribute the total retardation force demand on all vehicle
axles whereas ABs use the drive axle only, see Fig. 1. The standard strategy is
to utilize ABs (also known as non-wear brakes) in order to save brake pads and
discs. However, some drivers have noticed a very high drive tyre wear causing high
maintenance cost when using this strategy. Therefore the trade-off between tyre,
pad, and disc wear cost is investigated here.

Earlier work in this area has been reported in [1], [2], and [3]. In [2] an optimiza-
tion of a feed-forward neural network using evolutionary algorithms was performed.
It was concluded that it was possible to reduce substantially the wear cost and in-
crease the cruising speed when compared to a normal driver. However, the trade—off
between mean speed and component wear cost was not studied. Due to the nature
of both the optimization algorithm and the rather complex model, it was not possi-
ble to conclude that the results obtained where globally optimal. The potential in
improving mean speed and wear cost by further integrating the total brake system
was, however, revealed when comparing the results to the strategy used by skilled
drivers.

This paper focuses on open loop optimal behaviour (optimal control) rather than
on achieving a closed loop feed-back like in [2]. The objective here is to state what
is theoretically possible to achieve when all states and controls (speed, acceleration,
brake force, road slope etc.) are known a priori. Measured road profiles are used
for the generation of driving strategies that are wear cost optimal and transport
efficient (high mean speed) and Pareto curves are used to explain how wear cost
is affected by mean speed, i.e. multi-objective optimization is used. Furthermore,
the different optimization results presented are always compared to the behaviour
of real drivers. The results presented in this paper can be used to both compare
and develop implementable closed loop control strategies for heavy duty vehicle
downhill driving.

2 Brake system functionality and components

Figure 1 shows the various components on a Volvo truck’s retardation system:
foundation brakes (FB), Volvo Engine Brake (VEB) and Compact Retarder (CR)).
The foundation brakes are able to handle high braking power demands such as
emergency stops as well as low power demands. FBs on a truck are commonly of
the disc brake type. Trailers are usually equipped with drum brakes. However,
disc brakes are believed to replace completely drum brakes in the future also for
trailers. Therefore only FBs of disc brake type are considered here. When FB
are applied the brake pads are pressed against a disc that rotates with the wheels.
The friction between the pads and discs generates a braking torque. The energy
dissipated by friction is converted into heat and the temperatures of the pads and
disc increases. When the disc temperature a few mm under the disc surface is
around 600°C the friction coefficient between pads and disc begins to decrease and
consequently the braking capability is reduced. For temperatures around 800°C
the braking force becomes dangerously low and around 900°C the pads burn. This
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reduction of friction is usually referred to as heat fading. Almost all new Volvo
Trucks are equipped with a VEB. It is an auxiliary braking (AB) system intended
for low power retardation, like downhill cruising. Since it is mounted in front of
the gearbox and behind the engine it is often called primary retarder. When the
VEB is engaged an exhaust valve permits the exhaust gases from exiting the engine
and thereby creating a brake torque. Additionally also the valve timing is changed
to further improve the brake performance, which then, via the gearbox and final
gear, is applied on the driven wheels. The energy is converted into heat and is
dissipated to the exhaust gases and the engine cooling system. Approximately 40%
of the heat is transferred to the engine cooling system and 60% is transmitted to
the exhaust gases. The CR is also an AB and it is called secondary retarder (or
driveline retarder) because it is mounted behind the gearbox. Note that both ABs
only have the ability to brake the driving axles. The CR used in Volvo trucks is
of the hydrodynamic type. The braking torque provided by this type of retarder
results from the oil friction between the stator and rotor (connected to the drive-
shaft). The output torque is pneumatically controlled by the amount of oil inside
the retarder housing. The heat generated by the oil friction is dissipated in a
heat exchanger connected to the engine cooling system. It is assumed that all the
braking energy dissipated in the CR is transferred to the coolant. Since both ABs
dissipate energy to the coolant their usage is limited by the cooling power available.
Thus the cooling system must also be taken into account as part of the integrated
retardation strategy. The cooling power depends on the coolant flow and air flow
through the radiator. The coolant flow is generated by a pump connected to the
crankshaft and therefore it is proportional to the engine speed, and the air flow
depends on the vehicle speed and fan speed. The fan is connected to the engine
via a viscous coupling (VC). Engine speed and the controllable slip in the viscous
coupling determine the fan speed. The continuous generation of high braking forces
by the CR can overload the cooling system, i.e. the CR can generate more heat than
can be handled in the cooling system. Therefore the force must be controlled to
prevent the coolant from reaching the boiling temperature. In reality this controller
acts on both coolant temperature and oil temperature inside the CR. However, in
order to reduce the number of variables in the optimization, a simplified control
strategy is used here. Figure 4 (right) shows the fraction of maximum force that
can be provided as function of the coolant temperature at the output of the retarder
heat exchanger (T¢,). In reality this means the CR can only be used at full load for
a short period of time (&~ 10-20 seconds) before it starts to be down-regulated.

One further requirement of the cooling system is to keep the temperature of
the coolant in the engine between narrow limits, around the best operating point.
When the load placed on the cooling system is low it is possible that the coolant
temperature at the radiator outlet drops significantly. To prevent the coolant from
going into the engine block with a low temperature there is a thermostat that
allows some fraction of the hot coolant to bypass the radiator. The thermostat
is adjusted in such a way that after the junction of the two coolant fractions the
temperature is within the desired limits. A more extensive description of state-of-
the-art retardation systems of modern trucks is presented in [3].
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Figure 1 Volvo Retardation System (6x2 tractor)

2.1 Vehicle model used for optimization

In order to calculate optimal control trajectories a mathematical model of both
the vehicle and environment must be made. It is also important to keep the model
simple, e.g. to avoid hard non-linearities and to keep the number of states to a
minimum. We start with the longitudinal force balance of the vehicle.

Longitudinal motion equation

mv = Feng - Fair - Froll - Fgrade -
—Fyes — Fer — FrB
Fair - Cvairv2
Froll - Crollm
(1) Fyrade = mgsina

F.,4 is the propulsion force (assumed to be zero here), Fyir, Fron, and Fgrqqe are
resistance forces and Fygp and Fogr are the AB forces. Frp is the FB force. The
dynamics of the brake actuators are assumed to be very fast (static) compared to
the other system dynamics. This means that, for example, the pressure build—up
time in the FBs is neglected, i.e. a request is immediately executed.

Foundation brake model

The temperature dynamics of the FB is a distributed process that, when represented
on ODE form, has to be discretized. Here two masses are used, represented by T}
and T». In Figure 2 the position of temperatures 77 and T5 are shown. T} represents
a temperature 3 mm under the disc surface at radius of 170mm. 75 represents a
temperature 15 mm under the disc surface at a radius of 32mm, i.e. 3 mm from the
spline that mounts the disc to the axle. Heat fading is represented by 77 which also
is the temperature used in the parametrization of the pad wear model in Equation
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Figure 2 Foundation brake temperatures 77 and T>. T is placed close to the surface

at the efficient brake radius, i.e. almost in the middle of the pad and disc contact surface.
T is placed close to the spline where the disc mounts to the axle

14. The temperature dynamics of the FB is shown in Equations 2 and 3.

(2) Ty = gn—ci(Ti —To) — c2(0)(T1 — Tamp) — c3(T4 — Thw)

amb

(3) T2 = C4(T1 — T2) - C5(U)(T2 - Tamb) - CG(T24 - T;lmb)

@in. = Frpv is the FB brake power, ¢; and ¢4 are heat conduction constants, co(v)
and c5(v) are vehicle speed dependent convection variables, and c3 and c¢g are
radiation constants. Different temperature dynamics can be assigned to different
axle installations on the truck. For example, due to differences in air drag, the FBs
on the rear axle can dissipate less energy compared to the front axle. However,
in order to simplify the optimization (reduce the number of states and controlls)
the FB force is assumed to be distributed evenly between the axles and it is also
assumed that all axles of the combination have the same temperature dynamics.

Auziliary brake model

Since the fast dynamics of the actuators is neglected, the only dynamics to be
handled for the ABs is the temperature regulation of the CR as seen to the right
in Figure 4. For this a model of the cooling system is needed.

. 1 YEFyepv
4 Tvcb = (7 + Trad - Tvcb)
( ) Tveb \ Gwater prater

. 1 F.v

5 Tcr = —|\—+ Tvcb - Tcr)
( ) Ter (QWateGCwater

. 1
(6) Trad = (qwatcrcpwatcr (Tcr - Trad) + E(ch - Tcr))

Trad
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(7) € = av+bwWeng +c

Tyen, Ter and Taq are temperatures in three different points of the cooling system,
as represented in Figure 1. Ty, is the air temperature in the engine bay, assumed
constant. The coolant flow is proportional to the engine speed: gwater = kWeng-
In equation (6), € is a heat transfer coefficient modeled according to the e-NTU
method, see [4] and [5]. Although it depends on the fan speed, vehicle speed and
coolant flow it can be, in fact, reduced to a function of only engine speed and vehicle
speed. The engine propels the fan via a viscous coupling. It is assumed that the
fan speed is always at the maximum speed allowed by the viscous coupling (mini-
mum slip) as this results in a higher cooling capability. In order to further reduce
computational load the heat transfer coefficient is modeled as a plane according to
Equation 7. Parameters a, b, and ¢ are chosen conservatively rather than by mini-
mizing the least square error. This guarantees that the cooling power is estimated
on the side of caution and the maximum error (largest underestimation of cooling
power) is very low (= 3%) in the speed range relevant for downhill driving (10 to 25
m/s). The thermostat prevents the coolant to enter the engine with a temperature
lower than a set value (Tis). When the thermostat is fully open all the coolant flows
through the radiator and thus the temperature at the engine coolant inlet (7iy) is
the output of the radiator (Traq). When some of the coolant flow is bypassed the
engine temperature would, ideally, be kept at the desired level. Assuming an ideal
behaviour and neglecting the dynamics of the thermostat the differential equation
for the coolant temperature going into the engine is given in branches:

(8)

o Traa  if Teaq > Tis (Fully open, all water through radiator)
"o if Tyaa < Tis (Otherwise)

To avoid the discontinuity imposed by such an equation the effect of the thermo-
stat was replicated with a different approach. Equation (6) was rewritten into an
inequality constraint:

1

Trad

Trad Z (QWatchpwatcr (Tcr - Trad) + E(ch - Tcr)) (9)

and a lower bound on T},q was set, with the value of Tis. The effect of the inequality
is that Tya.q can take values greater than those given by (6) and so its value can
be artificially kept at Tis when required. Obviously when relaxing the equality
in equation (6) the trajectory of Ty,q can go up to arbitrarily high values and this
effect will propagate to the temperatures downstream the engine coolant outlet, and
thus limiting the usage of the auxiliary brakes. However, this does not occur. If
the cooling system becomes saturated the optimal behaviour is to keep the cooling
system temperatures as low as possible, i.e. satisfying (9) as equality. Otherwise
the real trajectories for the cooling system temperatures can only be obtained by
validation of the results.

The principal torque characteristics of the VEB and CR are given in Figures 3
and 4 (left) respectively. To reduce computational load the VEB torque as func-
tion of engine speed was approximated with a second order polynomial and engine
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Figure 3 Left: Normalized engine friction torque. Right: normalized VEB torque

speeds below 100 rad/s were not considered since this is not a feasible engine oper-
ating range. The CR upper torque limit characteristics were approximated as the
intersection between two semi planes in the intervals [5,16] m/s and [16,32] m/s,
i.e. vehicle speed above 32m/s was neglected. Note also that in Figure 4 (left)
four different torque characteristics are shown for the CR. This is only to illustrate
how different air pressure levels (0.65, 1.2, 1.75, and 2.65 bar) in the retarder oil
compartment alter the brake torque, 2.65 bar produce always the maximum torque.

1

0.8r

5o0.6 1>
Q ol
o qu) 0.6
0.4f
0.4f 1
1 02
0.2
0 o
cr
Figure 4 Left side: Normalized force on driving wheels for different CR oil pressures

(0.65, 1.2, 1.75, 2.65 bar). Right side: Regulation of the CR force based on its temperature
output. When the output temperature (7c;) reach Ton the regulation starts and it the
temperature reach Tog the CR is turned off

As can be seen in Figure 1 the VEB brake torque is transmitted to the driving
wheels via the gearbox and rear axle, i.e. the resulting drive wheel torque will
depend on the gearbox ratio (Ng) and final ratio (Ny). The maximum AB brake
power is achieved at maximum engine speed since the VEB peak torque occurs
at the upper limit of the engine speed as seen in Figure 3. Furthermore, both
coolant flow and fan speed increases with engine speed, resulting in higher cooling
performance and therefore improved AB performance. In Figure 5 maximum VEB
force is shown as a function of vehicle speed. It can be seen in the left figure that
the gearbox introduces a hard non-linearity into the problem since only a finite
number of gearbox ratios are available. To model this behaviour a variable that
can only take discrete values can be introduced. This is, however, not possible
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from an optimization point of view since it would require mixed—integer solvers,
which are not designed for large scale NLP problems and can therefore typically
not be used to solve optimal control problems, which always involve a large number
of parameters. Therefore the discontinuous upper bound on the VEB force must
be removed. One simplification to overcome this problem is to consider the gear
ratio as continuously variable, i.e. a continuously variable transmission (CVT).
This means that the engine speed would be kept at a constant value where the ABs
performance is maximum. The gear ratio is therefore a function of vehicle speed
and the VEB force would be like in Equation 10 where the engine speed, Wepg,
is constant. This would result in an upper bound for the VEB force according
to the thin solid line in the right figure in Figure 5. Additionally, a lower bound
must be set in order to avoid propulsion from the VEB. Also the heat transfer
coefficient (Equation 7) is changed to e = dv (d constant) which is a very good
approximation in the speed range from 10 m/s to 25 m/s. For speeds below 10m/s
a small underestimation of the cooling performance is made (5% at 5m/s).

Ng N
Fvcbmax - é—quvcb(chg); with chg -

’UNng
Ry

(10)

Ng(v) = _ki(v - ﬁi)r + Ngn fOT v e [Ubi—17vbi] (11)

Even if the CVT approach simplifies the problem significantly it can be seen to
the right in Figure 5 that an overestimation of achievable VEB force occurs. To
overcome this problem the the VEB force upper bound discontinuous function (left
in Figure 5) were approximated with a smooth function (thick line to the right in
Figure 5) according to Equation 11 . Where 4 is the index of the approximated
gear, r is an odd integer that controls the non—linearity of the approximation, v is
the mean value of two speeds that give maximum engine speed in consecutive gears,
Nygi is the gear ratio, vy; are the speeds that correspond to the break points caused
by gear shifts in Figure 5, and finally £; is a scalar that chosen together with vy; and
Ny give continuous first order derivatives. Even if this ensures a smooth first order
continuous approximation the hard non—linearity still give serious problems for the
optimization routine (see next chapter). Increasing the parameter r to improve the
approximation forces the derivative around gearshifts to approach infinity and hence
the convergence to optimality becomes very slow. Note also that the approximation
is non—convex. It is not possible to improve the smoothness of the VEB force upper
bound without overestimating the AB performance. The approach taken here was
to perform one optimization with a relatively low value on r to generate a feasible
trajectory for the gear shifting. Then a multi-phase problem is solved using the
gear ratios for the gear trajectory computed before (see next chapter). For each
phase the gear ratio is a constant value and the maximum VEB force becomes:

Ny, N Ny, N;
i;: tTchb(chg)v with chg = % (12)

Fvcbmax -

where Ng, is the gear ratio for the £-th phase. Note that the resulting constraint
is the equation for the dashed line in Figure 5 corresponding to the gear in that
phase. Since the gear ratio is fixed in each phase it is also necessary to introduce
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Figure 5 The left figure shows maximum VEB force for different gear ratios. In the

right figure a smooth approximation for the maximum VEB force is shown (thick solid
line). Also the maximum VEB force achievable with the CVT is shown (thin solid line).
It is clear that the CVT approach over estimates the VEB force.

a constraint to ensure that the vehicle speed allowed in that gear is not exceeded.
In other words the engine speed must be limited:
VN, Nf
WCMIN < chg - ;71‘ < WGMAX (13)
W

This second problem does not involve particularly difficult functions and using the
solution of the first as initial guess usually leads to a very short number of iterations.
It is just a question of accommodating the small differences between the real VEB
force limit and the approximation.

The main vehicle dynamics are now modeled and simplified in a, for optimization
suitable way, without significantly reducing the model accuracy.

Component wear cost model

In order to study the effect on component wear when using ABs and FBs a mathe-
matical model is required. As mentioned earlier usage of FBs creates disc, pad, and
tyre wear whereas usage of AB only creates tyre wear. The pad wear is modeled
according to Equation 14.

Spad = ({in (U7 Ffb)SOGCTIkO (14)

¢in is the brake power and ¢, Sy and ko are constants that are chosen in such a
way that a Volvo pad is represented by Equation 14. Note that the pad wear rate
increases exponentially with FB temperature. It is assumed that all FBs of the
combination have the same dynamics. The tyre wear rate is modeled according to
Equation 15.

Styre =v ((L + there + CTt4yre + dT‘g’re) (15)

The tyre wear rate, Stym, is a function of tyre torque, Tiyre, and the constants a, b,
¢, and d are chosen in such a way that Equation 15 represents the tyre wear of a
Continental truck tyre of dimension 315/80 R22.5. It is assumed that the tyre wear
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dynamics are the same for all axles of the combination. It should also be noted
that the tyre wear model only takes into account tyre wear caused by longitudinal
forces, i.e. the tyre caused by lateral motion (curves etc.) is not modeled.

The total cost rate is given in Equation 16 where Cf, is the pad and disc wear
cost and Clyre is the tyre wear cost. Since the disc wear is very hard to model due
to large variations depending on environment (rust, humidity etc.) a rule of thumb
was used to model the disc wear: in practice the discs are replaced every second
time pads are changed. So, their wear was simply taken as being half that of the
pads.

C.(total = Cfbspad + CtyrcStyrc (16)

In Equation 17 the cost of pad and disc wear (Cf,) is calculated from the cost of
parts and labor associated with replacing them.

C(padw + Cpadm Cdiscw + C(discm

Cq, = 17
6pad 2 6pad ( )
where
Whpadw  is the cost of labour to replace one pad
Whpadm  is the cost of one pad
Waisew  1s the cost of labour to replace one disc
Waisem 18 the cost of one disc
Opad is the thickness of the pads
The cost for tyres (Cyyre) is calculated in the same way, Equation 18
C C
Otyrc _ tyrew + tyrem (18)
5tyre
where

Ctyrew is the cost of labour to replace one tyre
Ctyrem is the cost of one tyre
Otyre is the tyre thread thickness

Numerically the costs referred to here are those charged in a Volvo workshop in
Sweden.

3 Method used to obtain optimal control trajectories

The optimal control problem consists of the determination of the control signals
to be applied in order to make a system evolve in time according to a predefined
objective. To achieve this the dynamic system must first be represented by a set
of differential equations that describe the state, y(t), of the system when subjected
to control inputs, u(t), see Equation 19. The system equations were presented in
the previous chapter. Secondly, this set of equations must be transformed in order
to be implementable into a Non-Linear Programming (NLP) software. The aim
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of this chapter is to describe the different steps, starting after the mathematical
model of the process and ending at a solution to the optimal control problem.

f1(y1(t), y2(t), - oy yns(8), ur (t), - .., unc(t), 1)
y=|: (19)
fros(y1 (), y2(t), . -« yns(t), ur(t), ..., unc(t), t)

where ng and n. are the number of state and control variables respectively. The
total number of variables will be denoted as nyv, = ns + nc.
The mathematical formulation of the objective can be defined as:

tp
min W {y().y(te)] + [ @y u(n)] (20)
t1
It means that the objective can be defined as the minimization of a function over
the time horizon as well as functions defined at specific time instants.
In reality it is likely that the control signals are in some way limited by physical
properties of the systems. These limitations can be written in the form:

gL <g(y(t),u(?),t) <gy (21)

3.1  Obtaining a finite optimization problem-large scale NLP

The optimal control problem involves continuous functions of state and control
variables (y(t) and u(t)) whereas a NLP requires a finite number of variables and
constraints (z and C). This section describes the technique used to convert the
dynamic system into a problem with a finite set of variables. The solution of the
optimal control problem comes as the result of merging methods for optimization
and numerical solution of differential equations. The method used here is commonly
referred to as multiple shooting. Scalar variables are used to represent the values of
the continuous functions in a finite number of time instants within the time range
of the problem. A numerical integration method is then used to propagate the
differential equations between consecutive time instants, as suggested in Figure 6.
The points corresponding to the time instants are called nodes or grid points. If
the system characteristics change along the problem horizon the concept of phases
must be introduced. Each phase consists of unique set of ODEs and boundary
conditions in order for the trajectories to be continuous.

If the grid has M points the resulting NLP will have Mny,, variables. These
are usually aligned in the vector z as:

:I:T = (y]—.r7y;7"'7yl;r7"'7y]—\r4)

where yj is the ny,, component vector with states and controls values at the
time instant ¢ (k-th grid point). Using this method to solve for optimal control
trajectories the resulting NLP will always be very large.

In order to ensure continuity of the trajectories it is necessary to impose that
the function values at the end of an interval are the same as the starting val-
ues of the following interval (i.e. £ = 0 in Figure 6). In NLP terms this means
that M — 1 equality constraints must be imposed for each state variable (defect
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Figure 6 Multiple shooting

constraints). The constraint equations are derived from the numerical integration
method used. Any numerical integration method can be employed but the most
frequently used are Euler, Trapezoidal and Hermite Simpson. These methods vary
in ease of implementation, accuracy and computational cost associated with the
constraint evaluations. Using the trapezoidal method results in defect constraints
of the form:

hi

9 (Vi1 + &) (22)

0=Yi1 — ¥ —
The formulas for other methods and a detailed description of the procedure just
described can be found in [6].
The discrete form of the path constraints, Equation (21), is obtained by applying
them at each grid point. Each one produces M constraints of the form

gL Sg(ykaukvtk)SgU (23)

3.2  Numerical solution

A Nonlinear Program (NLP) is a problem that can be put into the (canonical)
form:

Minimize:  F(x) (R™ — R)

subject to:  Ce(z) =0 (R™ — R™e)
Ci(z) >0 (R" — R™)

The function F' is called the objective function and C,, C; are equality and
inequality constraints, respectively. All together, these functions are referred to as
the problem functions. The vector x € R™ is the vector of variables and is said to
be feasible if it satisfies the constraints. The set of all feasible solutions is called
the feasibility set. In the case if no feasible solution exists the problem is said to be
infeasible. The solution of these type of problems is almost always obtained through
an iterative sequence of vectors x; (where 7 is an iteration counter). The process
starts with a vector xo frequently called initial guess. The (global) optimal solution
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is the feasible solution that minimizes the objective function. Because NLPs are
difficult to solve much attention has been given to special cases of problems for
which successful methods have been developed. Important examples are Linearly
Constrained (LC), Quadratic Programming (QP) and Linear Programming (LP)
problems.

One of the most successful algorithms for NLP is based on solving a sequence
of QPs, called Sequential Quadratic Programming (SQP). A QP is characterized
by a quadratic objective function and linear constraints. In a simplified manner
the SQP algorithms follow the general steps (see also [6], [7], [8], and [9] for more
information):

1. Check convergence of current solution vector. Terminate if optimal conditions
are satisfied.

2. Compute a linear approximation to the constraints (1% order Taylor series
expansion). Requires evaluation of first order derivatives of the constraints,
i.e. the Jacobian matrix.

3. Compute a quadratic approximation to the objective function (2"¢ order Tay-
lor series expansion). Requires evaluation of first and second order derivatives,
i.e. the gradient and the Hessian of the objective function.

4. Solve the QP subproblem constructed from the approximations derived in
the two previous steps. The vector p = xx — xx_1 gives the search direction.
(Because the approximations are only valid near the previous solution xy_1
it may not be safe to take the solution of the QP subproblem zy to the next
iteration, line search is therefore applied).

5. Line search: Find a point along the search direction p that gives a sufficient
decrease in a merit function, i.e. take xx = xx_1 + ap with 0 < o < 1. The
merit function is a measure of optimality that involves the value of the objec-
tive function as well as some measure of the constraints violations. Note that
the line search procedure is a minimization subproblem in a single variable
(o). Each line search iteration requires the evaluation of both the objective
function and the constraints.

6. Update vector x and all quantities and return to first step.

In the implementation of a SQP algorithm several other issues in addition to
those mentioned here must be handled. For instance, it is possible that the QP
subproblem is infeasible or unbounded as the result of linearization of nonlinear
constraints. Other difficulties can arise from rank deficient constraints or indefinite
Hessian. A thorough discussion on methods for NLP is presented in [10], including
efficient methods to solve QPs, discussion of line search procedures and definition
of merit functions. Strategies to deal with the difficulties described above are also
discussed. Merit functions and line search methods were developed in order to
improve the global convergence properties of optimization algorithms. These and
other alternative globalization strategies such as Trust Region Methods and Filters
are discussed in detail in [6]. Depending on non—convex criterion function or, like in
this paper, non—convex constraints, there is no proof that a globally optimal solution
is in fact obtained. However, in order to reduce the possibility for convergence to
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local optimality much work was done on scaling variables, defect constraints, path
constraints, and the objective functions. Variables where scaled to order 1 and the
Jacobian was scaled in such a way that the row and column norms where approach-
ing the same order of magnitude, and thereby decreasing the condition number of
the Jacobian. Objective function scaling was a little more difficult. Merit functions
(which are used as a measure of optimality) are constructed from objective function
values and the sum of constraint violations. At optimality the constraint violations
tend to zero but if the objective function is disproportional the globalization prop-
erties of the merit function can deteriorate. Scaling should therefore produce an
objective function value close to unity at the solution. This scaling does, however,
also affect the gradient and Hessian and may possibly result in poor convergence.
Ideally Hessian row and gradient norms should be scaled to unity. Usually these
three problem function properties are hard to achieve simultaneously and the scal-
ing of the objective function was therefore a trade—off between function values and
derivative values. Problem function scaling proved to be very efficient in order to
avoid local optimality and also reduced the computational effort very much. The
computational effort is also very dependent on how derivatives are calculated and
providing analytically calculated derivatives was necessary to achieve reasonable
computational times (minute range). Relaying on internal NLP software finite dif-
ference methods does generally not work well for optimal control problems since
they do not utilize the special structure of optimal control problems like described
in [4]. Therefore, it is essential, that the problem functions are smooth i.e. they
should be at least twice continuously differentiable. Careless use of discontinuous
functions such as: min, mazx, round, absolute value, if conditions, and linear inter-
polation on sampled data will most likely result in failure in the convergence to the
solution, and therefore, smooth approximations are necessary whenever relevant
data is given in tabular form. This is usually achieved by least squares methods or
cubic spline interpolation. In this paper the discontinuity of the gearbox provided
several difficulties. Mixed Integer Nonlinear Programming (MINLP) made it pos-
sible to introduce the gear position as an integer, see for example [11]. This did,
however, not improve the result since the computational effort was very large even
for very small problems. Instead the smooth VEB force approximation followed by
a multi phase optimization, where the gear ratio is locked in every phase, was the
best choice, see Chapter 2.1.

Another very important issue is providing an initial guess. Here a very easy
method was used to build an initial trajectory by simulating constant speed driving
at the initial speed level under the assumption that maximal available AB forces
must be used before engaging the FBs. One drawback with this approach is that
the initial guess may be infeasible if a too high initial speed is chosen, i.e. violating
the upper bound on the FB temperature. Even so, this proved to be much more
efficient than using a random initial guess or relaying on solver internal methods to
find suitable initial trajectories.

For the solution of the NLP, a state—of-the—art optimization package called
TOMLAB, see [9], has been used in this work. The solution obtained from the
NLP solver requires some form of validation. This is because the control and state
trajectories computed by the optimization routine might not be in accordance with
each other, that is, when the control signals are applied to the system the states be-
haviour will deviate from their calculated trajectories. This occurs mainly for two
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reasons, constraint violation and numerical integration error. Constraint violations
where minimized by the scaling of the problem functions, and therefore, numerical
integrator errors where the main error source. The validation was performed by
simulating the system response to the optimal control signal. If the result was not
satisfactory, grid refinement was typically used to improve the result.

4 Results and discussion

In this section, downhill strategies generated from the optimization are pre-
sented and discussed. Optimal control strategies to obtain maximum mean speed
on different road profiles are presented first, followed by a study, using Pareto
curves, of the trade—off between mean speed and component wear cost, i.e. multi—
objective optimization. Special attention is given to the trade—off between different
levels of constant speed travel and component wear cost. The constant speed sce-
nario is especially interesting since ordinary (constant speed) cruise controllers are
often fitted on modern trucks. The vehicle environment in terms of downhill slopes
is represented by both constant road slopes and one real measured road profile.
Constant slope road profiles are used to clearly demonstrate optimal driving strate-
gies, and the measured road profile (French alps) is used for the comparison between
driving strategies for different vehicle combinations (VEB, VEB+FB, VEB+CR,
etc.) and initial states (FB temperature). Additionally, throughout this section,
similarities and differences between optimization results and what is achieved by
real drivers are discussed.

4.1  Mean speed mazximization

Mean speed optimal trajectories that were obtained using Tomlab are shown in
Figure 7. The truck weight is 60 tonnes and it is equipped with VEB and FBs. Thick
lines represent a configuration with a CV'T whereas thin lines represent a discrete
gearbox. Due to the high initial FB temperature the FB are not used very much the
first 2000 m of the slope, instead the VBE is fully utilized. This enables the FB to
cool down. Therefore they can, when the downhill road slope increases, be applied
to reduce the vehicle speed. In the CVT case, the brake system is fully utilized from
2000 m and forward. This can be seen from the fact that the VEB is fully utilized
(not directly shown in the figure) and that the FB temperature is at the upper
limit of 350°C which ensures maximum energy dissipation. Between 3000m and
5000m the system is stationary. It is interesting to see that approximately 800 m
before the downhill slope increases from 6% to 8% the speed is slowly reduced from
approximately 13 m/s to 10 m/s ensuring that the upper limit on FB temperature is
not violated. An optimal driver would therefore need to have a road slope preview
of 800 m to achieve the same. If the preview was shorter than 800 m a transient in
FB force would be required to slow the vehicle down, resulting in a FB temperature
transient over 350°C. In the case a discrete gear box was used the brake system
is not fully utilized and the FB temperature only reach 350°C for short periods
of time. There is also a difference in mean speed between CVT (13.4 m/s) and
discrete gear box (11.9 m/s) configurations. It can also be seen that the discrete
gear box configuration does not reach stationarity like the CVT configuration does.
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Figure 7 Optimal trajectories for a 60 tonnes truck with VEB+FB. Both CVT (thick
lines) and discrete gear box (thin lines) are shown. Fiep: solid line and Fy,: dashed line.
The preview distance (P), indicates the distance from where the speed reduction starts
(to handle the upcoming increase in slope) to when the slope actually increases.

It must also be noted that solution for the discrete gearbox is feasible but it is
not possible to prove that a global optimality is reached due to the rather difficult
non-linearity introduced by the finite number of ratios. The typical behaviour for
a discrete gearbox is shown in Figure 8 (same configuration as in Figure 7) where
the road slope is constant at 5% the whole time. Again the CVT configuration
utilizes the brake system to the fullest (maximum VEB and T3). For the discrete
gearbox a cyclic behaviour can be seen now when no road slope transients are
present (initial and endpoint effects are present, though). Between 900 m and 1200
m two FB pulses are applied to reduce the vehicle speed. Almost the same two
pulses (in terms of level and frequency) are again applied between 1650 m and
1950 m. The mean duration of these four pulses is 13 s and the FB temperature
is varying between 330°C and 350°C. This behaviour can very much be compared
to the behaviour of a very skilled driver. One fundamental difference is, however,
that the driver does not know the FB temperature at which the vehicle is operating
at, i.e. in manual driving safety is not secured.

In Figure 9 trajectories for the configurations FB+VEB+CR (thin lines) and
FB+VEB (thick lines) on a real road sections (French alps) are shown. It is clear
that the addition of a CR improves the performance in terms of improved mean
speed. It can also be seen that the FB4+VEB+CR configuration uses FBs shortly
and only on section of the road that are very steep. This behaviour of course de-
pends on the initial FB temperature when entering the downhill slope. In Figure
10 the maximum average speed for different brake combinations (all with CVT) are
shown as function of initial brake temperature. When all available brake compo-
nents are used (FB+VEB-+CR) maximum allowed mean speed is always achieved
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Figure 8 Optimal trajectories for a 60 tonnes truck with VEB+FB. Both CVT (thick

lines) and discrete gear box (thin lines) are shown. Fiep: solid line and Fy,: dashed line.
A cyclic behaviour can be seen for the FB usage in the discrete gearbox configuration.
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Figure 10 60 tonnes truck with CVT and 4 different brake systems. Maximum av-
erage speed for different initial disc brake temperatures on real downhill slope (French

alps).

except if the initial brake temperature is the highest. Comparing the performance
of VEB+FB and VEB+4CR show that using FB is superior and increases the per-
formance if the initial brake temperature is rather low (below 100 — 150°C). This
is especially interesting since it indicates that there is a potential in replacing the
relatively expensive, heavy, and dragging (=~ 2 kW always) CR with the already
existing FBs, without a reduction in performance.

4.2 Multi-objective optimization, speed vs. wear

As discussed earlier the component wear cost was modeled to enable generation
of wear cost optimal control strategies. Since the most wear optimal strategies is
not to drive at all, constraints on speed have to be introduced. Here the vehicle
speed is either constrained to a constant level (ordinary cruise controller) or to a
certain average speed. In Figure 11 the trade—off between average speed and com-
ponent wear cost for a realistic road profile is shown. Four different initial brake
temperatures are shown (20, 100, 200, and 300 °C ). As expected, the lowest tem-
perature results in the best performance: lowest cost for all different average speeds.
As the temperature increases the difference in performance between FB+VEB and
FB+VEB+CR increases, i.e. a vehicle equipped with both VEB and CR can ob-
tain a higher mean speed without increasing the wear cost. It can also be seen that
using AB only compared to using AB+FB result in very bad performance in terms
of wear cost. Constant speed traveling is usually achieved by engaging a cruise
controller. It is therefore interesting to see how component wear cost is affected by
constant speed driving and optimized speed driving, i.e. in both cases the average
speed is required to be the same, see Figure 12 (left). The initial FB temperature
is 100 °C and the initial speed is always set to the corresponding average speed,
i.e. not the same as in Figure 11 where only one initial speed was used. It can
be seen that the variable speed (thick lines) produce a lower cost compared to the
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Figure 11 Pareto curves for 60 tonnes truck on French alp road. Dashed lines repre-

sent VEB and solid lines VEB+CR. Thick lines represent ABs only. Thin lines represent
ABs+FBs. The scale on the cost axis is logarithmic.

constant speed driving (thin lines). There is also a possibility to achieve a higher
mean speed by driving with a variable speed compared to constant speed driving.
In Figure 12 (right) trajectories for point C and V (left figure) with VEB+FB are
shown with thin solid line and thick solid line respectively. It can be seen that
the variable speed case (point V) has a very large speed variation between 10 and
25m/s. Even if this is the most wear cost optimal way of driving is may not be
realistic to achieve in real traffic situations. The dashed line represent more realis-
tic cost optimal driving with only 15 m/s £10% maximum allowed speed variation.
Even if the speed variation is modest, the wear cost is reduced 23% compared to
constant speed wear optimal driving.

In Figure 13 wear cost optimal brake force distribution trajectories are shown
for a vehicle of 60 tonnes on a 5 % downhill slope ranging from 1 km to 20 km.
Additionally the wear cost reduction when using optimal blending compared to
when only using ABs is shown. For example, on a 1 km long slope the optimal
distribution is to use approximately 47 % AB and 53 % FB and the cost reduction
is 73% compared to using 100%ABs. Using 100% ABs is the normal driver strategi
to minimize the FB wear. When also the tyre wear is taken into consideration, the
normal driving strategy of using only ABs is not cost efficient.

5 Conclusion

Increasing payload and reducing air and rolling resistances are extremely impor-
tant features in the truck industry and will result in increased requirements on the
brake system both in manoeuvers that require high brake power (collision avoid-
ance) and manoeuvers that require low power (downhill cruising). In this paper
the development of a software tool to allow evaluation of different brake configura-
tions and downhill driving situations (slopes) has been described. The main result
shows that both downhill driving mean speed and component wear cost can be im-



20 P. Lingman, A. Duarte, and R. Oliveira

%‘ -0.051
g
— _ —- 0.1
O osf
ol
=) 0 500 1000 1500 2000 2500 3000 3500 4000 4500
= w1
2
§7 <
S E
O osf = 15 G a —~
— S 10k . . B L . L 5
< 0 500 1000 1500 2000 2500 3000 3500 4000 4500
~ 3]
= -
G 05 <
4; Sy
o ‘ ‘ ] <, —
10 15 20 25 0 500 1000 1500 2000 2500 3000 3500 4000 4500
Average Speed [m/s] distance [m]

Figure 12 Left figure: Pareto curves for 60 tonnes truck on French alp road. Dashed
lines represent FB+VEB and solid lines FB+VEB+CR. Thick lines represent wear optimal
variable speed driving. Thin lines represent wear optimal constant speed driving. The
scale on the cost axis is logarithmic. Right figure: The trajectories for point C and
V with FB4+VEB from the left figure are shown with thin solid line and thick solid line
respectively. It is clear that the speed variation for point V is rather high (between
10 and 25 m/s). Thin dashed line represent wear optimal trajectories but the speed is
constrained to £10% of 15 m/s. Even small speed variations allow the wear cost to be
reuduced significantly when compared to the constant speed driving.
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Figure 13 60 tonnes vehicle equipped with FB+VEB on a 5% downhill slope of
different length ranging from 1 km to 20 km. Constant speed 40 km/h and the initial
FB temeprature is 100 °C . The upper figure shows the optimal brake force distribution
between ABs and FBs (100% means that no FBs are used) that minimizes the component
wear cost. The lower figure present the cost reduction when comparing optimal blending
and normal driver behaviour, i.e. optimal blending vs. only ABs. Clearly the FB should
be used in order to reduce cost. FBs can be used more on shorter slopes.
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proved simultaneously compared to the normal driving strategy of only using ABs,
see Figure 11. The possibility to have variable speed (constraint on mean speed!)
clearly improves the wear situation significantly but variable speed might not be
applicable in all situations where constant speed keeping is instead preferred. In
this paper both the possible maximal constant speed and the distribution of brake
force between ABs and FBs in order to minimize wear cost under such driving is
presented. The main conclusion is that even for constant speed driving, which is a
desirable feature, the FB should be applied under controlled conditions to reduce
and distribute the tyre wear to all axles of the combination. It is also shown that
even a moderate variation of speed (constraint on mean speed!) allows the wear
cost to be reduced significantly compared to constant speed driving, see Figure 12.
To achieve wear optimal driving, with either constant or variable speed, fully in
a practical implementation is not easy and would clearly require road profile pre-
view. A feasible implementable strategy to increase the mean speed (and improve
the driver comfort) would be to control the vehicle speed to a predefined constant
value (cruise control) by using ABs and if necessary also the FBs. Then, when
the FB temperature is approaching a limit, one would switch strategy to control
temperature of the FBs and hereby reduce the vehicle speed. This would ensure
maximal usage of the brake system since AB are fully utilized (highest possible gear
ratio) and the energy dissipation of the FBs is maximal when the temperature is
at the highest acceptable level. One drawback would be that the upper bound on
the FB temperature would be relaxed and transients in FB temperature would be
allowed (another is that it is not wear optimal). In fact the upper bound would
possibly be a reference instead. For example, assume that the FB temperature is
stabilized at the reference temperature and the road inclination increases. This
would require a temporary increase in FB brake power (and therefore temperature)
in order to reduce the vehicle speed to the new suitable level. One way to solve
this is to choose the FB temperature reference conservatively to avoid fading also
in transients conditions. Another approach would be to include road profile pre-
view to obtain the the behaviour described in Figure 7, where the vehicle speed
is reduced before the downhill slope increases. It can also be seen from Figure 8
that the introduction of a discrete gearbox (like in all production trucks) results in
a cyclic behaviour where the vehicle speed is alternating between two levels. This
is in fact similar to a strategy utilized by some very skilled drivers. The cruising
speed is chosen in such a way that using only ABs accelerates the vehicle slowly and
then, when the speed becomes too high, the driver applies FB to reduce the speed.
This procedure is repeated until the end of the slope, making the vehicle speed vary
in a similar way as seen in Figure 8. It is, however, important to remember that
the driver may not have chosen an optimal speed level and, combined with the fact
that the driver does not know the actual FB temperature, the driving may either
be conservative or dangerous (overheating).
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